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Syllabus for 2016 UAF Summer Sessions Special Topic course,
BIOL 495/695, Arctic Alaska Environmental Change:
Field excursion to the North Slope, 1-15 Jun 2016

1. Course information

Title: Special Topic, Arctic Alaska Environmental Change: Field excursion to the North Slope
Number: BIOL 495 / 695

Credits: 3

Prerequisites: BIOL 115 & 116, or equivalent introductory physical science course intended for
science majors in biology, geology or geography or instructor approval

Location: Murie Building, Room 230

Meeting time: 1 Jun, 9:00 am

2. Instructors and contact information

Prof. Amy Breen (instructor and course leader, has Wilderness First Responder Training),
albreen@alaska.edu, International Arctic Research Center and Alaska Geobotany Center,
Room 252 in Arctic Health Research Building; Prof. D.A. (Skip) Walker, (instructor)
dawalker@alaska.edu; Dave Klein (instructor) dklein7 @alaska.edu; Jason Clark (instructor and
course manager) jaclark2@alaska.edu

3. Course readings/material:

Readings (see daily readings in the course schedule):

Daily readings: Each day 1-2 papers are required readings that we will discuss over breakfast
and/or dinner. The required readings are in the “Syllabus and Course Reader”. One student
will be selected randomly each day to help instructors lead discussions.

Course library: The course also carries a book box with many other general references,
relevant papers and books. Students can check these out for personal reading and as
background for their course projects. The contents of the library are listed in the course
“Syllabus and readings”.

Good general references: These references provide a good overview of the Dalton Highway
and research at the Toolik Field Station.

1. Brown, J. and Kreig, R. A. 1983. Guidebook to permafrost and related features along
the Elliot and Dalton highways, Fox to Prudhoe Bay, Alaska. Fairbanks, AK: Division of
Geological and Geophysical Surveys.

2. Huryn, A. and Hobbie, J. 2013. Land of Extremes: a natural history of the Arctic North
Slope of Alaska. University of Alaska Press, Fairbanks.

3. Walker D. A., Hamilton, T. D., Ping, C.-L., Daanen, R. P. and Streever W. W. 2009.
Dalton Highway Field Trip Guide for the Ninth International Conference on Permafrost.
Fairbanks, AK: Division of Geological and Geophysical Surveys.

4. Hobbie, J. and Kling, G. 2014. Alaska’s Changing Arctic. Oxford, New York.
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Course equipment

The course will provide a large group meeting and eating tent, Coleman stoves, water
purification, first aid kit, satellite phone, generator, and vehicles. Students will need to
purchase food and have money for meals at Coldfoot and Prudhoe Bay. Students will need to
enroll early and contact the organizers to get a list of required equipment including: tent,
sleeping bag, sleeping pad, rain gear, footwear, sun protection, bug protection, personal gear
and other camping equipment. For students traveling from abroad or that do not own
extreme weather gear, tents, sleeping bags and sleeping pads are available from the course
instructors or can be rented from UAF’s Outdoor Adventures.

4. Course description:

Course catalog description:

BIOL F495_ Arctic Alaska Environmental Change: Field excursion to the North Slope. 4 Credits.
Offered Summer 2016

15-day course, includes 12-day field excursion along the Dalton Highway, Brooks Range, Arctic
Foothills Arctic Coastal Plain, Prudhoe Bay. Climate, geology, permafrost, soils, vegetation,
wildlife, local people, infrastructure impacts. Special fees apply. Stacked with BIOL F695(3)

More detailed description: This course will consist of:
1. 2 days of preparation with lectures, local field trips in the Fairbanks area and logistics
for the excursion.
2. 12 day field excursion
3. 1 day of student presentations when return to Fairbanks.
The trip will have a strong emphasis on Arctic environments, local people, and field sampling.

5. Course goals and student learning outcomes

The goals for the course are to: (1) Provide students with an in-depth field experience of Arctic
environments, local people, and the oil industry’s environmental research program and
application to current Arctic issues. (2) Provide methods of field sampling of Arctic vegetation,
soils, and permafrost in a variety of Arctic ecosystems. (3) Visit Arctic research sites, including
Finger Mountain, Atigun Pass, Toolik Lake, Imnavait Creek, Happy Valley, Sagwon, and
Prudhoe Bay.

6. Instructional method and grading criteria:

2-day preparation in Fairbanks:

Introductory lectures will give an overview of the course and Arctic ecosystems, permafrost
and local people along the Dalton Highway. Students will develop a research topic to be
examined during the excursion. On the third day students will visit local boreal forest
ecosystems and the U.S. Army Cold Regions Research and Engineering Laboratory (CRREL)
Permafrost Tunnel at Fox. Students should become familiar with the field guides (Walker et al.
2009, Brown & Krieg 1983, Huryn & Hobbie 2013) for the Dalton Highway route.
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12-day field excursion:

The course will follow the route of the Dalton Highway. The course will examine Arctic
environments, with in depth examination of the physical, biological, and human responses
and adaptations to changing climate. We visit the old mining town of Wiseman to gain an
understanding of village. We will establish camps in the Boreal Forest, Brooks Range, Arctic
Foothills, and Arctic Coastal Plain — Coldfoot, Galbraith Lake, Happy Valley, and near
Deadhorse — where we will camp and spend two days at each location exploring the local
vegetation, soils, permafrost, geology, and land-use and climate-change issues. The course will
have field lectures, conducted during hikes to different areas, using materials from past and
existing research projects in the region. Students will learn the methods of vegetation, soil,
and permafrost sampling and collect sample data from representative ecosystems. The course
includes visits to the Arctic Research Station at Toolik Lake and the oilfield at Prudhoe with an
overview of the environmental research of the oil companies at Prudhoe Bay. We will then
return to UAF driving south from Prudhoe Bay to Fairbanks.

1-day presentation of student projects:

At the end of the course students will spend the morning working on their oral presentation
that summarizes their observations during the excursion. Students will then present their
findings in the afternoon with ample time for group discussions.

Research topics:

Students will develop a research topic that fits with the planned excursion. The topics should
focus on descriptive aspects of Arctic environment along the climate gradient. Students
should keep in mind that the analysis of the data will be limited by the short time available at
the end of the course. At the end of the course, students will present 15-minute oral
presentations summarizing aspects of their field observations, focusing on their research
topic. Guidelines for these presentations will be handed out at the beginning of the course.
Graduate students will also write a 10-15 page research paper focused on some aspect of
observations during the course, which will be due 3 Jul 2014.

Academic integrity:

Plagiarism and cheating will not be tolerated. Plagiarism is presenting another’s work as new
or original without citing your source. For additional detail, see
http://www.uaf.edu/library/instruction/handouts/Plagiarism.html

Please speak with me if you have any questions about how to properly use other people’s
work.

Attendance policy:

Students are expected to actively participate in both the academic part and expedition part of
camp, cooking, clean-up, waste management, emergencies, group decisions, and keeping a
cheerful attitude in sometimes difficult field conditions such as rain, cold or snow.
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7. Evaluation:
Summary of grading points:

Undergraduate student grading (BIOL 495 students):

Attendance and participation lectures, field trips, and discussions: 200 pts
Field notebooks and plant collections 200
Oral presentation of research topic 200
TOTAL 600 pts
Graduate student grading (BIOL 695 students):
Attendance and participation in discussions: 200 pts
Field notebooks and plant collections 200
Oral presentation of research topic 200
Final research paper 200
TOTAL 800 pts

These criteria may be modified somewhat as the course progresses.
Final grades will be as follows: greater than or equal to 90% = A; 80-89% = B; 70-79% = C; 60-
69% = D; < 60% = F.

Graduate student grading:

Graduate students will be graded according to the same criteria as the undergraduate
students except the graduate students are required to turn in 3-5 page research paper on a
topic of their choice. Guidelines for this paper will be handed out on the first day of class. Due
date is 3 Jul. Students should arrange for an incomplete grade if they cannot meet this
deadline.

8. Support services:

Students are encouraged to contact the instructor with any questions, or to clarify the lecture
or the assignments. We will be happy to review drafts of assignments and answer questions
any time. Skip Walker’s lab and office is in Arctic Health Research Building Room 254. While in
Fairbanks, Amy will reside in Skip’s lab. Lab phone 474-2459, Amy’s cell phone: 907 750-1311,
Skip’s home phone: 451-0800.

9. Disabilities services:

The instructor will work with the Office of Disabilities Services (203 WHIT, 474 7043, to
provide reasonable accommodation to students with disabilities.



BIOL 495/695 Syllabus and Course Reader 2016

AjudIA 1004p|0) Ul dwed Jua] :YSIN 107 Supjied
e do155onJ] 1004p|0D 43UUIQ | ISIM Bulp|ing
, , vL0-OTX/6ETT OT ‘OLET ujeaunoy Ja8ui4 3e dois yym 3004p|0) 01 3ALQ :INd yoJeasay
-09€T :(£)0¥ ‘0T0T ‘YdJeasay 15404 Jo |eudnof .
21ud1d J3ATY UOYNA younT yijeaH unr-¢
uejpeue) ‘23ueyd d13eWI|d 03 353404 |B3JO(
(so1s a49@) AS0|029 109SUl ‘UBAII UOYNA O DAL Wk 00:8 | 21104y 1e 13N
s, )se|y Jo 2dual|isay '0TOT '[e 3@ °S *d ‘uideyd . .
"}sepjealq o3 aAlp ‘Supped [euld (we Qg:9 1004p|0D
s, wes y3nopanos :3sepjealg 01 syueqJied
SYUeQJIe4 Ul 949YyMmas|a 40 swaoq 4N YSIN
«UMO uQ :43uulIq 101 Supned
‘aJnyiedap s,Aep 1xau Jo) Apead 199 diiy 4oy Jajieay yoed djaH *(Apjsaaue)
"B)[Se|Y ‘syueqdieq ‘Suiaasuidul uiaylon jo 159 Suipjing
, , ) eysiAl 8 41nys 1nA) (Aemy3iH 101|3) [Suun] 1soJjewusd 134YD :wd 00:T
9INHISU| ‘BySe|y JO ANSIaAIUN "BYSE|Y ‘X0 ‘|auun} yoJeasay
«X04 03 Aem uo pooj 1se4 :ysuni unr-g
1soJjewsad 73HYD 9Y3 ul 3sosjewdad d132ua8uis yi|eaH 21304y
U201519|d-91e7 '800T ‘[e 19 "IN ‘Apjsnaue))| S931s 8ULI0D 03 JaY3a30] [nes) 1e 199N
: : 107 3unyjied 159\ ‘Sp|g YijeaH 21104y 1 193w (uIa)) piaeq) sjewiue ‘(uaaag ‘syuRaIR
Awy) siue|d 1sa.0) [ealoq ‘(Apjsaaue) eysi|Al) Suli0d 1S04jeWIRd :Wwe 00:6 Aueqied
*UMO UQ :1sepjeaig
SHUeQJIe4 Ul 949YyMmas|a 40 swioq 4N YSIN
"Jauulp ‘(eezzid 939(10)) :wd 00:9
unt  seppeai g sy | PP 0FUANDD (PTEUMEI) o485 3 pleoy OSSN WA QBT | 0
‘vi-€ "dd ‘syueqdieq ‘ssaud eyse|y Jo Alsiaalun 849 SHNIA LT :yaum 3p|g aunA
(Anjsnauey] eysiAl 1@ ANYS 11NA) SWI1SAS 1soujewlad JO MIIAIDAQ :SH:0T
‘DSD|Y ‘UDWISIM JO 1DILIOd SOEET V abDJIIN 104eduen unf-T
5124y (3U1d31) TEET H ‘||EYSIEIN :UO eI (491eM dys) AemysiH uoljeq pue wa3lsAs 21104y Yl JO MIIAIDAQ :We Sp:6 syuequey
’ ’ ' (uaaug Awy) 1s1| Juswdinba ‘s1oafoad Juapnis :
3 s8uipeaJ ‘suojle3oadxa pue 3|NPaYIS SIN0J ‘SUOIPNPOJIU| iWe ST:6
woo0J yeauq ul 3sepjealq p|od :we 00:6
suowwod
SUON WJOop 03Ul 323YD ‘|eALY SsoH
‘syueqJie4 AeN 1€
Aep yoes 10j uonesedaad ui suop aq o3 Suipeay Ainnoy uones’oq areq

:squdwudisse Suipeas pue 3|npayds 3s1no) ‘0T




10

BIOL 495/695 Syllabus and Course Reader 2016

‘BYSE|Y ‘Syueqdie
‘ssald BYSe|Y 40 AYsianiun "pysojy fo adojs yiion

uoneis pjal4 y1joo] :3ysiu pue Jauuiq
}1]00] 01 9ALIQ ‘ssed un8ily jo adojs Yyinos :|Aid

A :
21324y 3Y3 k.o &S&I |DANIDN D :S3WaJix3 Jo pup] $8GO] UORINIIOS 38 YoUN| IES younT e
ul ¢g-T 'dd ‘, punoJsd pauianed pue sjeliqeH,, -ssed 16 3DIS ULIOU ‘SULIOIDUR 3|00 -9yeT unfr-£
‘,punoJd pauianed pue jsoljewsad,, ‘,A80j023 . ¢ _uh N 4pUE] yyeaqeo
1815, | AB0j09B A30Ipag. ‘. UORINPOIUL, ‘€ pue uoile1adan auidje pue aIp|IM ‘Ssed undily ‘@3uey syooug (INY
. nou nonu . " Q u
01 T s491dey) 'ZT0T "d1qqoH 3 °f pue 'y ‘uAinH e Ul asepyesld
J40A MaN ‘©98neddneH ‘siaysiiqnd
9JUIIIS BAON "SIUSWUOIIAUT YSJBH Ul UOIIN|OAT e7 yueiqeo e dwed jua] :3ysiu pue sauuiqg
pue A30|023 jue|d (sp3) ‘suJeH “1 g pAog Su013239]|02 jueld ‘1Y 93409 un3ny :IANd AUUIA
‘g “N ‘eunueyeley ur g/T1-6¢T 'dd ‘syjuswuouinul dwed uj :ydun - _m.HL. .m. unr-9
Quid|y pue 21324y Ul Sjue|d 4O UOIIN|OAT 39340 yeaqgeo Suoje Suijdwes an3|aJ JO MIIAIBAQ NV AET UHRAGIED
pue A30|023 "$#TOT "4 |eM 'V "d B Aewun|n dwed u| :3sepjeaig
4@ ‘Buljwiy ‘| ‘spjouley ) "IN ‘*1°V ‘udaag
S00SS0/S/TT/9t€6
-8V T1/880T 0T:I0p SJ21137 Y2D3say
|p3UaWIUOJIAUT "elep J0|d BAPUN] A}ISSE[D pUB DAIYDJE 3587 yaeuq|es e dwed Jua ) :ySIN
‘Aanans o1 yoeoudde jua3sisuod Ajjeuoiieusalul ’ Jauup dwed 3009 .hw::“n_
ue pJemo} dewpeos pue MalAdJ4 d1ydJelaly . o ) N
] ) ] L s109(o4d 3 suo1329])102 jue|d ‘s3uipeas uo dn yole) ‘dwed dn 135 :|AId
e :u0l3e3a8an 21304y Jejodwinall) "9T0Z ‘B 1@ 'V °'d LWIWINS S584 UNBRY 1€ JU31d yPuI 9)e1 yyeiqien
“AMBM ANV "LEST-TZST T S92UaI2S WISAS Y1403 : : e .c:w_ ’ . 01 3004p|0D unr-gq
pup spJpzppH [pinDN “BYSe|Y ‘d8uey s)oo.g |eJIudd , , d HY N
-4Inos ay3 ul Anjigessur adojs pue uopepeisap yedyeyns ‘saqoj s1ugap uazouy 3e sdois yum ‘axeq yiledqjes 03l aalQ [NV
3soJ4jewsad Joj suoiedjdwyi :s3qo|-S1Igap Uazoly Jo 'd01S 42N, 1 1004p|0] ‘Asepeaiq
Juawanow pidey "ZTOZ "SAUO[ ‘Al 'd pPue ‘uo}jiweH
g "1 ‘modseq A CIA ‘955049 D ““d Y ‘udueeq
*AjuIdIA 1004p|0D Ul dwed Jua]
‘(3saoyuaddoyds 1p1aH) uoneluasaud Ja1ua) JoMSIA Aduadesalu| :wd 00:8
v-€ "d ‘SyueqJieq ‘ssald eysey Jauulp dwed 300) :auulg AUUBIA
J0 AjIsJanIuN ‘DYSDJY ‘UDW3SIA fO 31043104 SOE6T J4e2 moj|Im jo A80]023 )a31) ue|oN :INd on“: .o. unf-
v :3Bp|lIA 21304y *(3ulndal) TE6T “H ‘lleysieN 93plaqg JaAry ynynAoy 1e d1udid :ydunT 1004P10D
(3401e3Y ddEr) N0} UBWSSIAN :We OE:0T
‘dwed u| :3sepjeasg
Aep yoed J0j uonjesedaad ui suop aq 03 Suipeay Ainnoy uones’oq areq




11

BIOL 495/695 Syllabus and Course Reader 2016

"0peJojo) ‘4ap|nog ‘opelo|o) jo
AyisIaAIUN ‘SISAY) [BJ101D0Q DYDY ‘UID|d [DISDOD

dwed JaA1Y Ses :ysiu pue Jauuiqg
so3uid jo sonsiiol} pue sogduid Jo uoissnasiq :INd

2124y [043U3) ‘sobuid fo $2115110}f pub UOIIDIIBIA oBurd 3 youn| 30€S YPUNT J19A1Y 8es unr-z1
.qml._” QQ ~:—UC30\_MV_UNm: —UCm :CO_HUDUO.E.C_:
' 01T ssoadeun - ‘"IN “Iasile o3uld Adiad 01 IH (INV
¢ 0} T sidydey) "/86T "A’IN “4a)|em dweod uj :3sepjeasg
dwed JaA1Y 3es :ysiu pue Jauuiqg
“CLY-6917:V6€ 241n1bN s109fo4d ‘suoi199||02 Jue|d ‘S910U SSE[D UO YJOAA INd 1oAY Se
"21324y 3y} ul Aepunoq Hd [10S B SSOJ0E SaXN|4 159U uod|epA8 Ag Janry Ses uo youn| ydes :youni Aolle »Mam 5 unf-Tt
se8-aoeJ} pue A349u3 ‘866T ‘| 19 'V "A ‘49)|eM uone1agan pue sadeaspue| uie|d [B1SEOD O] UOIIRIUSLIO | lIeA H
‘1sau uod|ey A3 ‘uom3es 1e sdois ‘dwed JaAly 3es 01 IAlQ NV
dwed u| :3sepjeasg
A3|ep AddeH :3ySiu pue sauulq
‘6LT1-TL1T s109fo4d pue suo1329||02 jue|d ‘s3uipeaJ uo JIoA\ :IANd Aajjen Adden unf-or
107G 24n1bN Oeqpa’4 uogJed 3soljewdad ay; dwed uj :youn
pue a3ueyd a1ew1D ‘STOC '[e 1 *D 'Y "I ‘4Inyds Suidwes Jauxang ‘uoizela8an pue sadedspue| s|[1Yy3004 03 UOIILIUBLIQ NV
‘dwed u| :3sepjealg
‘AN SJ40A MIN ‘Ssaud ASIDAIUN PJOIXO “SI)Df
pubp ‘swnails ‘vipuny Jof sa2uanbasuod [p3160jod3 Asjlep Addey :3y8iu pue sauuiqg Asle
221104y Buibupy) s,0)spojy ('spa) Sulp ‘M s109foJd %3 suoI1193]|02 1ue|d ‘sSuipeas uo dn yoied :|Nd Adde m__ m> un
‘D pue "3 [ ‘91qqoH ul yZE-€0€ S98ed ,"sa8ueyd AP 3y} Suoje d1udld :ydunT H-4E ré
. . . yieiqgeo
2Jnin4 pue juasaud Jo saduanbasuod |es180j0d7,, J9A1Y 8es uo puels Jejdod 1sIA Asjjep AddeH 01 aAlQ (INY
‘0T 491dey) yTOT Sulpl "M O pue °3 °f ‘B1qqoH ‘dwed uj :3sepjealg
y3 E]
*AN SJ4OA MBN ‘ssadd Asianlun pJoyxo YT LHEIQIED 2aysIU _u:m\h udia
] , e yieaqeo o1 oeq AP ‘(91ieH
SAD] pUb SWD31S “Dipun 40f $35uanbasuoo -}a4g awuoq) e B J2JB3S3J JO MIIAIDAQ ‘9)eT 1|00 03 9Al(Q :
|D2160]037 21124y Buibuny) s,0)spjy (*Spa) Suly 1218 S1U0Q) MBI S4L A8 Y } ’ O "9XET A|00L 03 9ALA :NId Aluia
, ] 39940 HeABUWI 1B S4] WOJ} ydun| }Ies :yauni unr-g
"M "D pue "3 °[ ‘8IqqoH u! 08-T9 saged ,"uoidal e qljooL
Suidwes sweuj-juiod ‘Yyaaeasas gy ‘UOIIBIUSLIO Y934 HeABRUW]|
e 1001 ay3 ui A30|023 wua1-3uo| pue Aioisiy
oD, ‘€ J93deyD “HTOZ [€ 10 V'a JOAEM )934) YleAeUW| 03} 9AL(Q (INV
IEREID. 'S41 :isepjeasg
Aep yoed J0j uonjesedaad ui suop aq 03 Suipeay Ainnoy uones’oq areq




12

BIOL 495/695 Syllabus and Course Reader 2016

UMO JIY} UO S[eaw 3say3 aseyasnd [|Im SIUIPNIS ,

uedaq unr-91
syueqJie4 ul swioq :YsiN
uolleaqga|a) :4auuiqg
suollen|ens pue suolieiuasald jeuld :Nd 0€C ooy
SuoN woouJsse|d ul ezzid 1no aye] :yaun7 3pid wmt:_\,_
suolleluasasd Jo daud [NV \Mvw_u_mnﬁm_\”__ unfr-q1
S9|21YyaA peojun :we 00:8 ’
«UMO UQ :1sepjeaig
syueqJieq ul swioq YsiN
Y8T-6LT 125 29U21750Ig *mv_cme_m.“_ ul 9oejdawos :4vuulq
*9do|S YHON §,BySe|y Uo 32U3Ids JO 3|0J 3y} Sjueqgdled 03 SALA Hid Suegiied unfr T
1921 UO ‘UOII0W PUB IJUSIDS "Z00T *g ‘49A331S do3s >(on1 3004p|03 :younT 03 Jonty ges
1004p|0) 01 Al NV
dwe) uj :3sepjeasg
"/6€-06€ 79 21104y "2dO|S
Y1JON S,eyse|y 40y saiyiold yoseasaa paljdde
:syoedwi |eijualod pue 38ueyd [eIUSWUOIIAUT Jnol dg Jo uoissnasip ‘dwed JoAly Ses 01 uiniay :YSiN
"TTOT '|e 19 *g ‘49A9343S ANV 00SZT'923/TTTT 0T dwed ulyoeq Jo |910H Aeg soypnud :1auuig JaAY Ses
:1op A3ojoig a8uey) |eqo|o eyse|y e119134LD dg :youn -Aeg saoypnud unr et
‘pIa1y10 Aeg aoypnud ‘sadeaspue| jsoljewlad | (13941eg wo] pue ‘@13anboy) ejAy) pisly |10 Aeg soypnud ui duiy piaiy Aep |1y -19A1Y Ses
yo14-921 ul 98ueyd S1ewWi|d pue ainniiselul |910H Aeg aoypnud :1sepjeaig
10 suedA 79 J0 5109449 |e2180|029098
aAle[NWND "$TOT [ 12 “IN ‘sploudey
Aep yoed J0j uonjesedaad ui suop aq 03 Suipeay Ainnoy uones’oq areq




BIOL 495/695 Syllabus and Course Reader 2016 13

Course Library (2016)

Items not in manila folders:
Books, data reports, natural history guidebooks, guides to the Dalton Highway and floras

Argus, G. W. 2004. A guide to the identification of Salix (willows) in Alaska, the Yukon Territory and adjacent regions. 85 pp.

Armstrong, R. H. 1995. Guide to the Birds of Alaska. Alaska Northwest Books, Anchorage, AK. 322 pp.

Barreda, J. E., J. A. Knudson, D. A. Walker, M. K. Raynolds, A. N. Kade, and C. A. Munger. 2006. Biocomplexity of Patterned
Ground Data Report. Alaska Geobotany Center, Fairbanks, AK. 224 pp.

Brodo, I. M., S. D. Sharnoff, S. Sharnoff, and S. Laurie-Bourque. 2001. Lichens of North America. Yale University Press, New
Haven.

Brown J, Kreig RA. 1983. Guidebook to permafrost and related features along the Elliot and Dalton highways, Fox to Prudhoe
Bay, Alaska. Fairbanks, AK: Division of Geological and Geophysical Surveys.

Cody, W. J. 2000. Flora of the Yukon Territory. NRC Research Press, Ottawa.

Collette, D. W. 2004. Willows of Interior Alaska. U.S. Fish & Wildlife Service. 111 pp.

Douglas, David C., Patricia E. Reynolds, and E. B. Rhode. 2002. Arctic Refuge coastal plain terrestrial wildlife research
summaries. No. 2002-0001. US Fish and Wildlife Service, Reston VA.

Harris, J. G. and M. W. Harris. 1999. Plant Identification Terminology, an Illustrated Glossary. Spring Lake Publishing, Spring
Lake UT. 197 pp.

Hasselbach, L. and P. Neitlich. 1988. A genus key to the lichens of Alaska. U.S. National Park Service, Gates of the Arctic
NP&P, Fairbanks AK. 36 pp.

Hobbie, J. E. and G. W. Kling, editors. 2014. Alaska's Changing Arctic: Ecological consequences for tundra, streams, and lakes.
Oxford University Press, New York, NY.

Hulten, E. 1968. Flora of Alaska and Neighboring Territories. Stanford University Press, Stanford, CA.

Huryn, A and Hobbie, J. 2013. Land of Extremes: a natural history of the Arctic North Slope of Alaska. University of Chicago
Press.

Jorgenson, M.T. (ed.). 2011. Coastal Region of Northern Alaska. Guidebook to Permafrost and Related Features. Guidebook
10. State of Alaska, Department of Natural Resources, Division of Geological and Geophysical Surveys.

Marshall, R. 1991 (reprint). Arctic Village: A 1930s Portrait of Wiseman, Alaska, University of Alaska Press, Fairbanks,

Mull, C. G. and Adams, K. E.1985. Dalton Highway, Yukon River to Prudhoe Bay, Alaska: Bedrock geology of the eastern
Koyukuk basin, central Brooks Range, and eastcentral Arctic Slope. 155 pp.

Munsell-Color. 1994. Munsell Soil Color Charts. Macbeth Div. of Kollmorgan Instr. Corp, NY.

National Geographic Society. 1987. Filed Guisde to the Birds of North America.

Sibley, D. A. 2000. The Sibley Guide to Birds. National Audubon Society. Alfred A. Knopf, New York. 154 pp.

Skinner, Q. D., S. J. Wright, R. J. Henszey, J. L. Henszey, and S. K. Wyman. 2012. A Field Guide to Alaska Grasses. Alaska Dept.
of Natural Resources, Palmer, AK. 384 pp.

Streever, W. 2006. Long-term ecological monitoring in BP’s North Slope oil fields. BP Exploration, Anchorage AK.

Streever, W. 2007. Long-term ecological monitoring in BP’s North Slope oil fields. BP Exploration, Anchorage AK.

Streever, W. and S. Bishop. 2012. Long-term ecological monitoring in BP’s North Slope oil fields. BP Exploration, Anchorage
AK.

Viereck, L. A. and E. L. Little, Jr. 1994. Alaska Trees and Shrubs. University of Alaska Press, Fairbanks, Alaska.

Vitt, D. H., J. E. Marsh, and R. B. Bovey. 2007. Mosses, Lichens and Ferns of Northwest North America. Lone Pine Publisher.
296 pp.

Walker, D. A. 1985. Vegetation and environmental gradients of the Prudhoe Bay region, Alaska. US Army Cold Regions
Research and Engineering Laboratory, CRREL85-14, Hanover, NH. 240 pp.

Walker DA, Auerbach NA, Nettleton TK, Gallant A, Murphy SM. 1997. Happy Valley Permanent Vegetation Plots. Boulder, CO:
University of Colorado. Data Report.

Walker, D. A., H. E. Epstein, V. E. Romanovsky, C.-L. Ping, G. J. Michaelsen, R. P. Daanen, Y. Shur, R. A. Peterson, W. B. Krantz,
M. K. Raynolds, W. A. Gould, G. Gonzalez, D. J. Nicolsky, C. M. Vonlanthen, A. N. Kade, H. P. Kuss, A. M. Kelley, C. A.
Munger, C. T. Tarnocai, N. V. Matveeva, and F. J. A. Daniels. 2008. Arctic patterned-ground ecosystems: A synthesis of
studies along a North American Arctic Transect. Journal of Geophysical Research - Biogeosciences 113:G035S01,
doi:10.1029/2007JG000504.

Walker DA, Hamilton TD, Ping C-L, Daanen RP, Streever WW. 2009. Dalton Highway Field Trip Guide for the Ninth
International Conference on Permafrost. Fairbanks, AK: Division of Geological and Geophysical Surveys.

Walker, D. A., M. K. Raynolds, M. Buchhorn, and J. L. Peirce. 2014. Landscape and permafrost change in the Prudhoe Bay
Qilfield, Alaska. Alaska Geobotany Center, University of Alaska, Fairbanks, Alaska.



BIOL 495/695 Syllabus and Course Reader 2016 14

Walker MD. 1987. Vegetation and floristics of pingos, Central Arctic Coastal Plain, Alaska. Doctoral thesis, University of
Colorado, Boulder, Colorado.

Items in manila folders (arranged alphabetically by author within subject folders):
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Key plant species for Dalton Highway plant communities
BIOL 495/695, Arctic Alaska Environmental Change: Field Excursion to the North Slope

Introduction:

Each day of the course will be in different ecosystems with different plant communities and dominant plant species. It is
important to gain familiarity with as many of these key species as possible during the course. They provide strong
information about ecosystem processes and function. The following list contains five species that are common in each of
14 ecosystems (70 species total). The instructors will pay particular attention to these species. Students should collect
these & press these species for their notebooks, draw and note distinguishing characteristics, and be able to recognize
these on sight. The list contains a Latin name (genus and species), the Flashcard growth-form set where details regarding
distinguishing characteristics can be found, and the family name). Some common synonyms are also listed. We have
organized the list by the ecosystems we will focus on from south to north along the latitudinal transect from Fairbanks to
Prudhoe Bay. Distinguishing characteristics for most species are in the Flashcards, and we will be going over these during
the field exercises and reviewing them periodically. For species that are not in the Flashcards (starred *), you will need to
go to the plant floras for additional information. This is a basic list that everyone should strive to know by the end of the
course. Interested students can, of course, learn more. Because of the later spring as we move northward, some species
may not be sufficiently developed to see the distinguishing characteristics, but there may also be clues from the previous
year’s growth.

North Campus Lands boreal forest
White spruce forest
Picea glauca (tree, Pinaceae)
Alnus viridis (tall shrub, Betulaceae)
Linnaea borealis (prostrate dwarf shrub, Caprifoliaceae)
Cornus canadensis (prostrate dwarf shrub, Cornaceae)
Pleurozium schreberi (pleurocarpus moss, Entodontaceae)
Deciduous forest on disturbed site
Populus balsamifera (tree, Salicaceae)
Populus tremuloides (tree, Salicaceae)
Betula neoalaskana (tree, Betulaceae)
Rosa acicularis (low shrub, Rosaceae)
*Equisetum arvense/pratense (horsetail, Equisetaceae)
Black spruce forest
Picea mariana (tree, Pinaceae)
Ledum palustre ssp. groenlandicum (= Rhododendron groenlandicum) (dwarf shrub, Ericaceae)
Vaccinium vitis-idaea (dwarf shrub, Ericaceae)
Cladina spp. (including C. arbuscula, C. mitis, C. rangiferina) (lichen, Cladoniaceae)
Hylocomium splendens (moss, Hylocomiaceae)
Tussock fen
Eriophorum vaginatum (sedge, Cyperaceae)
Larix laricina (tree, Pinaceae)
Betula nana (dwarf shrub, Betulaceae)
Rubus chamaemorus (dwarf shrub, Rosaceae)
Sphagnum spp. (incuding S. warnstrofii, S. girgensohnii)
Species around Smith Lake:
Salix alaxensis (tall shrub, Salicaceae)
Salix bebbiana (tall shrub, Salicaceae)
Comarum palustre (=Potentilla palustre) (forb, Rosaceae)
Calamagrostis canadensis (grass, Poaceae)
Shepherdia canadensis (dwarf shrub, Eleagnaceae)

Sukakpak Mountain, fen
Dasiphora fruticosa (=Potentilla fruticosa) (low shrub, Rosaceae)
*Andromeda polifolia (dwarf shrub, Ericaceae)
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Arctous rubra (prostrate dwarf shrub, Ericaceae)
*Trichophorum caespitosum (sedge, Cyperaceae)
*Pinguicula vulgaris (forb, Lentibulariaceae)

Atigun Pass, dry Alpine tundra
Dryas octopetala (prostrate dwarf shrub, Rosaceae)
*Geum glaciale (=Novosieversia glaciale) (forb, Rosaceae)
Saxifraga tricuspidata (forb, Saxifragaceae)
Saxifraga bronchialis (forb, Saxifragaceae)
*Pedicularis lanata (forb, Scrophulariaceae)

Atigun River, dunes and dry tundra
Elymus arenarius (grass, Poaceae)
Oxytropis maydelliana (forb, Fabaceae)
Rhododendron lapponicum (dwarf shrub, Ericaceae)
Saxifraga oppositifolia (forb, Saxifragaceae)
Thamnolia subuliformis/vermicularis (lichen, Thamnoliaceae)

Imnavait Creek and Toolik Lake, Dry acidic tundra/dry acidic snowbeds
Salix phlebophylla (prostrate dwarf shrub, Salicaceae)
Arctous alpina (prostrate dwarf shrub, Ericaceae)
Cassiope tetragona (dwarf shrub, Ericaceae)
Diapensia lapponica (prostrate dwarf shrub, Diapensiaceae)
*Hierochloé alpina (grass, Poaceae)

Toolik Lake, moist nonacidic tundra
Carex bigelowii (sedge, Cyperaceae)
Salix arctica (prostrate dwarf shrub, Salicaceae)
Pyrola grandiflora (forb, Pyrolaceae)
Tomenthypnum nitens (moss, Brachytheciaceae)
Flavocetraria cucullata (lichen, Cetrariaceae)

Happy Valley, moist acidic tundra
Empetrum nigrum (dwarf shrub, Ericaceae)

Ledum palustre ssp. decumbens (Rhododendron tomentosum ssp. subarcticum) (dwarf shrub, Ericaceae)

Rubus chamaemorus (dwarf shrub, Rosaceae)
Petasites frigidus (forb, Asteraceae)
Peltigera aphthosa (lichen, Peltigeraceae)

Drive to Prudhoe Bay, Disturbed tundra along roads and pipelines, moist nonacidic tundra
Epilobium angustifolium (forb, Onograceae)
Salix lanata (=Salix lanata ssp. richardsonii) (low shrub, Salicaceae)
Lupinus arcticus (forb, Fabaceae)
Hedysarum alpinum (forb, Fabaceae)
Salix reticulata (prostrate dwarf shrub, Salicaceae)

Prudhoe Bay, Percy Pingo hike, wet nonacidic tundra
Carex aquatilis (sedge, Cyperaceae) Eriophorum angustifolium (sedge, Cyperaceae)
Arctophila fulva (aquatic grass, Poaceae) Scorpidium scorpioides (moss, Amblystegiaceae)
Drepanocladus brevifolius (moss, Amblystegiaceae)

Prudhoe Bay, Coastal tundra (may not see some of the saline habitat plants)
Salix rotundifolia (prostrate dwarf shrub, Salicaceae) *Puccinellia phryganodes (grass, Poaceae)
Dupontia fisheri (grass, Poaceae) Cochlearia officinalis (forb, Brassicaceae)
Carex subspathacea (sedge, Cyperaceae)
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Terms for Plant Identification (arranged somewhat by relevant growth forms):

Refer to Harris and Harris (1999) Plant Identification Terminology for complete
definitions:

Trees and tall shrubs (>200 cm tall):

Alternate vs. Opposite venation or branching.

Ament or Catkin: a dense raceme of apetalous unisexual flowers (as in inflorescense of
Betulaceae or Salix).

Bracts: leaf-like structures at the base of flowers, as in the woody bracts of cones of
Pinaceae.

Capsule or Ovary: a dry dehiscent fruit containing numerous carpels and seeds (as in fruit
of Salix).

Felty: dense hairiness (as in felt and the undersides of leaves of Salix alaxensis).

Dehiscent: fruits that split open at maturity along a suture (as in capsules of Salix).

Dentate: toothed leaf margin.

Dioecious (male and female flowers on different plants) vs. Monoecious: Know which
families and/or species are dioecious or monoecious.

Elliptical: (as the cross section of the petiole of Populus tremuloides).

Fascicle: a tight bundle or cluster of needles as in some members of the Pinaceae family.

Pendulate: drooping downward (as in some catkins of Salix and Betula).

Petiole: stalk of leaf attachment to stem.

Precocious: early timing of flowering, before leaves form.

Raceme: an unbranched elongated inflorescence composed of numerous flowers with
pedicels arranged along a central stalk, maturing from the bottom upwards.

Reticulate: net-like venation (as in Salix bebbiana or S. reticulata).

Samara: winged dry indehiscent fruit (as in Betula or Acer).

Serrate: saw-toothed leaf margin.

Stipules: leaf-like organs at base of true leaves (as in Salix).

Villous: long unmatted hairiness (as in hairs on branches of Salix alaxensis).

Low shrubs (40-200 cm):

Aggregate: densely clustered as in fruit of Rubus idaeus.

Apetalous flowers: without petals (as in Betulaceae and Salicaceae).

Comose: bearing a tuft of long white hairs as in the seeds of Salicaceae.

Connate fusion of like parts as in the petals in flowers of Viburnum which often form a
cone-shaped structure.

Corymb: a flat-topped inflorescence as in Spirea beauverdiana (check out common
inflorescence types in Harris and Harris, note difference in pedicel branching of
corymbs, cymes and umbels).

Cuneate: wedge-shaped leaf base (as in Betula glandulosa and Myrica gale).

Glabrous: without hairs as in stems of Salix pulchra.

Inflorescence: the complete cluster of flowers including the axis and any bracts at base of
the inflorescence.

Hip: berry-like fruit composed of ripened hypanthium that surrounds numerous achenes
as in fruit of Rosa acicularis.
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Hypanthium: cup-shaped base of flowers of Rosaceae consisting of fused corolla, calyx,
and stamens.

Lanate: wooly hairiness as in leaves of S. glauca.

Oblanceolate: lance-shaped leaf that is broader at the tip than at the base as in Myrica
gale.

Obovate: ovate-shaped leaf that is broader at the tip than at the base as in Arctostaphylos

uva-ursi.

Palmate: palm shaped as in venation of Grossulariaceae and Ribes.

Pedicel: stalk-like attachment to the stem of flower, inflorescence, or fruit.

Perianth: in flowers, the group of corolla (petals) and calyx (sepals) considered together,
or one or the other if one is absent.

Persistent: not droping in the fall as in leaves of Salix pulchra.

Pilose: long soft straight hairiness as in Salix lanata.

Pinnate: feather-like as in venation of leaves as in many species of Rosaceae (e.g.,
Dasiphora fruticose, Rosa acicularis, Rubus idaeus) or arrangement of leaflets in
compound leaves (as in Rosa).

Scales: any thin flat structure as in the reddish-brown scales on underside of leaves of
Shepherdia canadensis.

Scurfy pubescence: covered with scales as in Elacagnaceae and Shepherdia canadensis

Simple: (not divided into leaflets) vs. Compound (leaves composed of numerous leaflets)
leaves.

Stipules: leaf-like structure at the base of the petiole as in persistent stipules of Salix
lanata.

Truncated leaf base: flat across the petiole (as in Betula nana).

Dwarf shrubs (<40 cm tall):

Achene a small dry indehiscent fruit with a single seed attached to the ovary at a single
point.

Aggregate fruit as in Rubus chamaemorus.

Berry as in the fruits of Vaccinium.

Campanulate bell-shaped, as in flowers of numerous species of the Ericaceae family. (e.g.
Cassiope tetragona, Arctostaphylos, Vaccinium).

Coriaceous leathery, as in the thick leathery leaves of many members of the Ericaceae
family (e.g., Arctostaphylos uva-ursi, Ledum, Rhododendron).

Cyme flat or round-topped inflorescence as in Cornus. (Note: the 4 showy white petal-
like bracts of Cornus are also part of the inflorescence.) Also note difference between
a cyme and an umbel.

Crenulate wavy leaf margin as in Dryas octopetala.

Drupe: a fleshy indehiscent fruit with a stony indocarp that usually contains a single seed,
as in fruits of Cornus canadensis, Empetrum nigrum, and Arctous.

Entire: Not toothed or divided as in the leaf margin of Dryas integrifolia.

Indehiscent fruits: those that do no split open at maturity to disperse seeds, as in
Betulaceae family and Dryas.

Involute: decribes the inward rolled leaf margins as in many species of Ericaceae (e.g.
Ledum, Rhododendron).

Orbicular: circular in outline as in the leaves of Pyrola grandiflora and Salix rotundifolia.
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Pedicel: flower and fruit stalks that attach to the stem, Important in distinguishing Ledum
palustre ssp. decumbens (pedicel strongly angled near the tip) from ssp.
groenlandicum (smoothly arching pedicel).

Plumose: plume-like as in the feathery plumes attached to the achenes of Dryas that
consist of persistent mature styles.

Prostrate: Lying flat on the ground, or creeping.

Pubescent: Covered in short soft hairs or bearing any kind of hairiness.

Rosette: a radiating cluster of leaves as in Diapensia lapponica.

Grasses:

Androecium: The male reproductive parts of a flower (includes the filaments & anthers);
a collective term for all the stamens.

Awn: (dorsal vs. terminal) as in the awns of Trisetum (dorsal) and Festuca (terminal).

Caespitose: As in the growth forms of numerous tussock- or bunch-forming graminoids.

Caryopsis: The seed of a grass.

Culm: The hollow or pithy stalk or stem of a graminoid plant.

Floret: A small indifidual flower, as in the flower of a grass, within a larger group of
flowers.

Glumes: (1* and 2"): The pair of bracts at the base of a grass spikelet.

Graminoid: Grasslike

Gynoecium: Female reproductive parts of a flower (includes the ovaries, styles, &
stigmas); a collective term for all the pistles.

Inflorescence: The flowering part of a plant; the arrangement of flowers on the axis of the
plant. Typical inflorescences of grasses are spikes, racemes, and panicles.

Leaf sheath: The basal part of a leaf that surrounds the culm (as in the inflated leaf sheath
of Alopecurus alpinus).

Lemma: The lower or outer of two bracts that subtend a grass floret.

Ligule: A tongue-shaped organ. In grasses and sedges, the membranous appendage where
the leaf joins the leaf sheath.

Nerve: A prominent vein as in nerves on lemmas or leaves.

Palea: The uppermost bract of the pair of bracts that enclose the flower or seed of a grass
floret.

Panicle: A branching racemose inflorescence, with the flowers at the base of the panicle
maturing first.

Pedicel: The stalk of a single flower or fruit, or of a grass spikelet.

Pedicellate: Having a pedicel.

Raceme: An unbranched elongated inflorescence with pedicllated flowers, maturing from
the bottom upward.

Racemose: Having flowers in racemes.

Rachis: The main axis of a compound structure as in a compound leaf or an inflorescence.

Rachilla: A small rachis, as in the rachilla within a grass spikelet.

Rhizome: A horizontal underground stem.

Sessile: Attached directly to the stem or culm without a petiole (as in a leaf) or pedicel as
in a flower or fruit or spikelet of a grass.

Sheath: The extension of the leaf that wraps about the culm. In grasses the sheath is open.

Spike: An inflorescence of a grass or other plants with sessile spikelets of flowers.
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Spikelet: A small spike or secondary spike as in the ultimate group of flowers in a grass
that is subtended by a pair of glumes.
Stolon: A horizontal above-ground stem.

Sedges and rushes:

Achene: The seed of sedge, enclosed in the perigynium. Important to distinguish the
cross-section shape of the achene (biconvex (two sided, derived from 2 carpels, hence
flowers these have 2 stigmas per perigynium), vs. trigonous (3-sided, derived from 3
carpels, hence flowers of these have 3 stigmas per perigynium).

Beak of the perigynium: The extension of the perigynium that encloses the style of the
pistle. The beak can have numerous forms including elongated, truncated, bidentate,

Bract: Refers to both the leaves at the base of a sedge spike, or the scale at the base of the
perigynium.

Leaf sheath: (See Sheath under Grasses.) In Carex the leaf sheaths are generally
completely closed. In grasses, the leaf sheaths are not completely closed; the margins
overlap or are open.

Perigynium (pl. perigynia): The bottle-shaped organ (really a modified bract or leaf) that
encloses the pistil and ultimately the achene of sedges.

Spike: The portion of the sedge that contains groups of male and/or female flowers.
Sedge spikes can be staminate (male flowers only), pistillate (female flowers only), or
contain both male and female flowers (androgynecandrous spikes have the staminate
flowers above the pistillate flowers and gynecandrous spikes have the pistillate
flowers above the staminate flowers).

Forbs:

Anthesis: When a flower is fully expanded and functioning.

Banner: The upper, usually largest, petal of in flowers of the Fabaceae.

Bulbils: A small bulb that is borne above the ground on the stem of viviparous (sprouting
on the parent) plants, such as Polygonum viviparum and Saxifraga cernua.

Calyx: The portion of a flower consisting of the sepals.

Carpel: A seed bearing (female) reproductive organ of a flower formed from one
modified leaf. The carpel is sometimes hollow forming a chamber that contains the
seeds. Several carpels can be fused together to form a single pistil, and numerous seed
containing chambers in a fruit. From Greek karpos ‘fruit’. The Onagraceae have 4
carpels in each fruit, which dehisce longitudinally.

Cauline: Pertaining to the stem as in cauline leaves.

Ciliate: Having fine hairs in the margin, as in the margins of many leaves.

Compound flower: A flowering head in the Asteraceae consisting of both ray flowers and
disk flowers.

Connate: Tubular or bell-shaped corolla, as in Campanula.

Corolla: The portion of the flower consisting of all the petals.

Corymbose: forming a corymb (see Harris and Harris, p. 158) as in the flowering head of
Achillea borealis. A flat- or rounded-top inflorescence with the pedicels not arising
from a common point — the lower pedicels being longer.
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Cotyledon: The first leaf or leaves that form inside the seed and expand immediately as
the seed sprouts. A monocotyledonous plant has one cotyledon; dicotyledonous plants
have two.

Determinate and indeterminate inflorescences: Refers to how the group of flowers in an
inflorescence develop. In determinate inflorescences the terminal flower develops
first preventing further elongation of the flowering stem. In an indeterminate
inflorescence, the lower flowers develop first allowing continued elongation of the
main flowering axis, as in Epilobium angustifolium and many species of Brassicaceae.

Dehiscent: Opening at maturity to release contents, as in the capsules of Brassicaceae or
other dehiscent fruits or anthers.

Disk florets: The central regular flowers (or tubular flowers) of a composite flower in the
Asteraceae.

Filiform: Thread-like or finely linear.

Follicle: A dry dehiscent fruit composed of a single carpel that opens along a single side,
as in many members of the Ranunculaceae (e.g., Ranunculus, Aconitum, Caltha).
Haustorium (pl. Haustoria): A specialized root-like organ used by parasitic plants to draw
nourishment from the host plant. Examples include members of the Orobanchaceae

(e.g. Boschniakia) and Santalaceae (e.g. Geocaulon).

Imbricate: Overlapping like shingles, as in the involucral bracts of Solidago.

Interpetiolar stipules: Small leaf-like appendages that occur between the bases of petioles
of the opposite leaves of the family Rubiaceae.

Involucre: The whorl of bracts subtending a flower, as in the involucre of Asteraceae.

Involute: Rolled inward as in the leaf margins of Saussurea anugustifolia.

Keel: a prominent longitudinal ridge as in the keel of a boat, refers also the two united
lower petals of flowers of the pea family (Fabaceae).

Legume: A dry dehiscent fruit of the Fabaceae. Also refers to members of the Fabaceae
(formerly the Leguminosae).

3-merous flowers: Flowers of the Liliaceae that have three sepals (which may be petal-
like), 3 petals, and 6 stamens.

Loment: A legume (pea pod) that has constrictions between the seeds, as in Hedysarum.

Mucronate: Tipped with a short sharp abrupt point, as in the leaves of Saxigraga
flagellaris.

Pappus: bristles or hairs (which are reduced sepals) at the base of the both ray and disk
flowers of Asteraceae.

Perianth: The collective term for corolla and calyx of a flower.

Phyllaries: Involucral bracts of the Asteraceae.

Ray florets: the strap-like flowers of a composite flower (or ligulate flowers).

Receptacle: The widened portion of the pedicel or peduncle on which the flower sits, as
in the receptacle of Asteraceae.

Reflexed sepals: Sepals that are bent downward or backward as in those of Saxifraga
punctate ssp. nelsoniana.

Reniform: Kidney-shaped, as in the leaves of Oxyria digyna.

Scape: A leafless elongated stem-like pedicel arising from the ground to support a
terminal flower or group of flowers, usually from a basal rosette of leaves, as in
Parrya nudicaulis, and Papaver macounii.
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Schizocarp and mericarp: A dry indehiscent fruit that splits into separate one seeded
segments (mericarps) as in some members of the Apiaceae.

Setose: Covered with bristles as in the in the leaf margins of Saxifraga tricuspidata.

Silique: An elongated (more than twice as long as wide) capsule of members of the
Brassicaceae, which consist of two halves or valves separated by a persistent septum
along which the capsule splits in half during dispersal of the seeds, as in Descurainia.
Shorter capsules of the Brassicaceae are called silicles, as in Cochlearia.

Spatulate: rounded tip gradually tapering to the base, as in the leaves of Lequerella
arctica.

Staminoidea: Infertile stamens, as in the numerous staminoidea that occur in Parnassia
flowers.

Stipitate: Having a short stalk (or stipe) supporting a structure, as in the flowers of
Astragalus umbellatus.

Stipules: Leaf-like appendage at base of leaf petiole. Note: in Oxytropis the stipules at the
base of the basal leaves are membranous and brown, and the remains of which form
masses of material that may not be recognized as stipules, as in the chestnut brown
stipules of Oxytropis maydelliana.

Subulate: Sharp pointed or awn-shaped.

Succulent: Fleshy as in the leaves of Sedum rosea and other members of the Crassulaceae.

Twice pinnatifid: Twice-divided pinnate leaves, as in the leaves of Artemisa frigida.

Umbel and compound umbel: A flat- or rounded-top inflorescence with the pedicels
arising from a common point, Compound umbels have two divisions of the pedicels
as in Heracleum lanatum.

Wings: The two lower lateral petals on either side of the keel in flowers of Fabaceae.
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Marshall, R. 1991 (reprint). Arctic Village: A 1930s Portrait of Wiseman, Alaska.
University of Alaska Press, Fairbanks, Alaska, pp 3-44.
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Resilience of Alaska’s boreal forest to climatic
change!

F.S. Chapin Illl, A.D. McGuire, R.W. Ruess, T.N. Hollingsworth, M.C. Mack,
J.F. Johnstone, E.S. Kasischke, E.S. Euskirchen, J.B. Jones, M.T. Jorgenson,
K. Kielland, G.P. Kofinas, M.R. Turetsky, J. Yarie, A.H. Lloyd, and D.L. Taylor

Abstract: This paper assesses the resilience of Alaska’s boreal forest system to rapid climatic change. Recent warming is
associated with reduced growth of dominant tree species, plant disease and insect outbreaks, warming and thawing of
permafrost, drying of lakes, increased wildfire extent, increased postfire recruitment of deciduous trees, and reduced safety
of hunters traveling on river ice. These changes have modified key structural features, feedbacks, and interactions in the
boreal forest, including reduced effects of upland permafrost on regional hydrology, expansion of boreal forest into tundra,
and amplification of climate warming because of reduced albedo (shorter winter season) and carbon release from wildfires.
Other temperature-sensitive processes for which no trends have been detected include composition of plant and microbial
communities, long-term landscape-scale change in carbon stocks, stream discharge, mammalian population dynamics, and
river access and subsistence opportunities for rural indigenous communities. Projections of continued warming suggest that
Alaska’s boreal forest will undergo significant functional and structural changes within the next few decades that are un-
precedented in the last 6000 years. The impact of these social-ecological changes will depend in part on the extent of
landscape reorganization between uplands and lowlands and on policies regulating subsistence opportunities for rural com-
munities.

Résumé : Cet article évalue la résilience du systéme forestier boréal de I’ Alaska face aux changements rapides du climat.
Le réchauffement récent est associé a la réduction de croissance des especes d’arbre dominantes, aux maladies des plantes
et aux épidémies d’insectes, au réchauffement et a la fonte du pergélisol, a I’assechement des lacs, a 1’augmentation de
I’étendue des incendies de foréts, au recrutement accru d’especes feuillues apres un feu et a la diminution de la sécurité
des chasseurs qui se déplacent sur le lit glacé des rivieres. Ces changements ont modifi€é des caractéristiques structurales,
des rétroactions et des interactions fondamentales dans la forét boréale, incluant la réduction des effets du pergélisol des
hautes terres sur 1’hydrologie régionale, 1’expansion de la forét boréale vers la toundra et I’amplification du réchauffement
climatique a cause de la diminution de I’albédo (saison hivernale plus courte) et des émissions de carbone provenant des
incendies de forét. D’autres processus sensibles a la température pour lesquels aucune tendance n’a été détectée incluent la
composition des communautés végétales et microbiennes, les changements a long terme a 1’échelle du paysage dans les
stocks de carbone, le débit des cours d’eau, la dynamique de population des mammiféres ainsi que 1’acces aux rivieres et
les perspectives de subsistance des communautés indigenes rurales. Les projections concernant la poursuite du réchauffe-
ment indiquent que la forét boréale de 1’Alaska va subir au cours des prochaines décennies des changements fonctionnels
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et structuraux sans précédents depuis les 6000 dernieres années. L’impact de ces changements socio-écologiques dépend
en partie de I’ampleur de la réorganisation du paysage entre les zones seches et humides et des politiques qui régissent les

perspectives de subsistance des communautés rurales.

[Traduit par la Rédaction]

Introduction

The boreal forest is the northernmost and coldest forested
biome. It is underlain by discontinuous permafrost (perma-
nently frozen ground) that governs stand-level biogeochem-
istry and regional hydrology. The continental climate of
interior  Alaska results in cold winters (January
mean -23 °C), warm summers (July mean 16 °C), and an
annual precipitation (mean 287 mm) that is similar to that
of midlatitude deserts (Hinzman et al. 2006). Despite low
precipitation and warm summer air temperatures, perma-
frost, where present, results in cold, wet soils during
summer that have in the past constrained rates of decompo-
sition, nutrient turnover, and productivity (Van Cleve et al.
1991).

High-latitude amplification of 20th century global warm-
ing has caused Alaska’s boreal forest to warm twice as rap-
idly as the global average (Arctic Climate Impact
Assessment 2005; Hinzman et al. 2005; Intergovernmental
Panel on Climate Change 2007). Mean annual air tempera-
ture in interior Alaska has increased by 1.3 °C during the
past 50 years (Shulski and Wendler 2007) and is projected
by downscaled climate models to increase by an additional
3-7 °C by the end of the 21st century (Walsh et al. 2008;
Scenarios Network for Alaska Planning 2010). Precipitation
has increased by only 7 mm in the last 50 years (Hinzman et
al. 2006). Its projected continued increase will likely be in-
sufficient to offset summer evapotranspiration (Scenarios
Network for Alaska Planning 2010), leading to potentially
drier soils and lower lake levels.

In response to a gradual Holocene cooling and moistening
of climate, black spruce (Picea mariana (Mill.) Britton,
Sterns & Poggenb.) assumed regional dominance 5000—
7000 years ago, producing a landscape mosaic whose pollen
and charcoal abundances were similar to those of today
(Lloyd et al. 2006). People have occupied this region for at
least the last 8000 years (Aigner 1986) and have therefore
been part of the modern boreal forest since its inception.
This boreal system has persisted relatively unchanged,
within the detection capabilities of paleoecological indica-
tors, for the past 6000 years, despite substantial climatic
fluctuations such as the Medieval Warm Period and Little
Ice Age (Mann et al. 2009). This suggests substantial histor-
ical resilience of the boreal forest to climatic change. How-
ever, warming since the 1950s appears to be unprecedented
in at least the last 2000 years (Overpeck et al. 1997,
Kaufman et al. 2009). In this paper, we synthesize and inte-
grate the findings of the Bonanza Creek Long-Term Ecolog-
ical Research (LTER) program, as detailed in other papers
in this special issue. We conclude that the Alaskan boreal
system remains quite resilient but is undergoing changes in
ecosystem and landscape structure, feedbacks, and interac-
tions that, with continued warming, will likely cause reor-

ganization or potential transformation to a fundamentally
different system.

Conceptual background and framework

We view the boreal forest as a coupled social-ecological
system in which social and ecological components interact
in ways that govern the structure, functioning, and feedbacks
of the system as a whole; a conceptual framework developed
by the US LTER Network (Collins et al. 2007). Increases in
the global human population and its use of resources and
technology drive changes in Alaska that include climate
warming, extraction of fossil fuels, and human immigration
(Fig. 1). These changes in regional drivers, in turn, alter the
natural disturbance regimes that govern the structure and
functioning of ecosystems. Climate warming, for example,
has modified ecosystem process rates through a variety of
“press” perturbations (gradual changes) (Collins et al.
2007), including increased frequency of drought and lake
drying (Fig. 1). In addition, warming modifies the frequency
and severity of “pulse” perturbations (events), such as fires,
floods, and thermokarst (ground depressions related to thaw-
ing permafrost). Climate warming and regional economic
and demographic changes also influence social systems di-
rectly, thereby altering human effects on ecosystems, such
as fire suppression, hunting, and land-use change.

The changes in press and pulse perturbations alter ecosys-
tem structure and functioning in ways that affect “ecosystem
services”, the benefits that society derives from ecosystems
(Fig. 1). Ecosystem services include food, fiber, and water
(provisioning services); regulation of climate, disturbance
regime, and hydrologic flows (regulatory services); and cul-
tural, aesthetic, and recreational ties to the land (cultural
services) (Millennium Ecosystem Assessment 2005). Eco-
system services, in turn, alter human behavior such as hunt-
ing patterns, food sharing, and demographic shifts, yielding
human outcomes such as village structure, cultural integrity,
land ethic, and hunting regulations (Fig. 1). The effect of
ecosystem services on human behavior depends strongly on
culture and human values. Although people have interacted
with the boreal forest throughout its history, these interac-
tions have changed substantially in the past century (Kofinas
et al. 2010).

Vulnerability and resilience are conceptual frameworks
that facilitate assessment of the long-term consequences of
these changes. “Vulnerability” is the degree to which a sys-
tem is likely to change due to exposure and sensitivity to a
specified hazard or stress (Fig. 2, left side). Vulnerability
also depends on a system’s adaptive capacity to respond to
the stress (Turner et al. 2003; Adger 2006). Adapting to cli-
mate change requires coping with current changes, learning
the ecological and social consequences of change, innovat-
ing, and adapting to these changes. The boreal forest is ex-

Published by NRC Research Press
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Fig. 1. Diagram of the Alaskan boreal social-ecological system, based on the framework and concepts developed by the US Long-Term
Ecological Research network (Collins et al. 2007). Global-scale drivers of change influence the regional drivers that directly perturb the
boreal system through effects on social and ecological subsystems and the disturbance regime that links these subsystems. The resulting
changes in dynamics alter ecosystem services, which modify human behavior and outcomes. Modified from Collins et al. (2007).
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posed to a greater degree of climate warming than most pla-
ces on Earth. This special issue documents the sensitivity
and adaptive responses of the boreal system to climate
warming with the aim of assessing the vulnerability of bor-
eal forests to recent climate forcing.

“Resilience” is the capacity of the system to sustain its
fundamental function, structure, and feedbacks when con-
fronted with perturbations such as unprecedented warming
(Walker et al. 2004; Folke 2006; Chapin et al. 2009a)
(Fig. 2, right side). Resilience depends on the diversity of
options available, the capacity to adapt to change, and the
human capacity to adjust governance to implement new sol-
utions. The boreal forest has properties that convey both
specific resilience to particular perturbations (e.g., the semi-
serotinous cones of black spruce that disperse seeds after
fire) and general resilience (e.g., a diversity of species, suc-
cessional trajectories, and patch dynamics that permit flexi-
ble response to a wide variety of expected and unforeseen
perturbations) (Chapin et al. 2009a). Exceeding the resil-
ience of the system may cause it to transform to some new
state that has different system properties, that is sustained by
different feedbacks, and that becomes resilient within this
new domain of attraction (Fig. 2). The difference between
persistence of a system (its resilience) or its transformation
often depends on the balance between negative (stabilizing)
feedbacks that tend to maintain the system in its current

state and positive (amplifying) feedbacks that tend to push
the system toward some new state (Chapin et al. 2009a).
We assume that the boreal forest, like all ecosystems, has a
suite of stabilizing feedbacks associated with competition,
trophic dynamics, and successional cycles that sustain its
characteristics over time. We hypothesize that certain
climate-driven changes could initiate amplifying feedbacks
that might transform the boreal forest to a new state
(Fig. 2). Triggers for change might include the following:

e changes in soil moisture and hydrology associated with
loss of permafrost, increased growing-season length, and
seasonal timing of soil moisture recharge;

e changes in successional trajectory and biogeochemistry
associated with changes in fire, flooding, or insect and
(or) pathogen outbreaks;

e changes in abundance of keystone species (i.e., those that
are disproportionately important relative to their biomass)
or dominant species, including white spruce, alder,
Sphagnum mosses, and snowshoe hares; and

e changes in human use of landscapes.

In this paper, we describe sources of boreal resilience. We
also ask whether there have been changes that have the po-
tential to trigger transformation and whether these transfor-
mations have begun to occur. A final consideration, about
which we can only speculate, is the permanence or reversi-
bility of ongoing or potential transformations.

Published by NRC Research Press
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Fig. 2. System perspective on the vulnerability and resilience of the Alaskan boreal forest, showing how changes in drivers (left side) mod-
ify the system to produce resilient or transformational outcomes (right side). The arrows at the bottom show the range of processes asso-
ciated with vulnerability, adaptability, resilience, and transformability. Multiple external stresses (climate warming and resource
development) interact to increase the extent and severity of wildfire. This, in turn, creates impacts (permafrost loss and habitat change).

Social learning (learning, coping, innovating, and adapting) in response

to these impacts has the potential to alter social-ecological interac-

tions and various forms of capital of the system, which in turn, influence sensitivity to future events. Social learning also governs the rela-
tive likelihood of three potential outcomes: persistence of the existing system through resilience; actively navigated transformation to a new,
potentially more beneficial trajectory through transformation; or unintended degradation to a new state due to vulnerability and failure to

adapt or transform. Modified from Chapin et al. (2009a).
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Changes in uplands and well-drained sites

In contrast to the continuous permafrost zone of the Arc-
tic, changes in discontinuous permafrost of the boreal forest
are driven primarily by changes in ecosystems rather than by
climatic change (Jorgenson et al. 2010). In interior Alaska,
for example, changes in the insulative properties of snow,
surface water, and vegetation and in the surface organic
layer have altered permafrost integrity more than have
changes in air temperature. Consequently, topographic and
successional variations in these ecosystem properties lead to
a spectrum of permafrost responses to climate warming
(Jorgenson et al. 2010). In north-facing uplands, where there
is no impoundment of surface water, gradual warming of
permafrost has not greatly altered permafrost integrity ex-
cept through occasional gully formation, whereas accumula-
tion of surface water in thawing ice-rich lowlands or loss of
organic insulation after severe fires leads to rapid permafrost
loss.

Upland hydrology has also been relatively resilient to
Alaska’s long-term warming trend (Jones and Rinehart
2010). Although there is generally less discharge in warm

Transformability

years than in cool years, presumably due to greater evapo-
transpiration, there has been no detectable temporal trend in
base flow or total summer discharge over the past forty
years. Winter flow appears to be increasing in regions of
the larger Yukon River Basin where permafrost is discontin-
uous (Walvoord and Striegl 2007). These results suggest that
upland soils might continue to dry, and headwater streams
could become ephemeral, if warming continues (Jones and
Rinehart 2010).

Earlier snowmelt and later freezeup in interior Alaska
(Euskirchen et al. 2010; Juday et al. 2005) have lengthened
the growing season, causing trees to leaf out earlier in spring
(Robin et al. 2008). Earlier spring leaf out enhances both
photosynthesis and ecosystem respiration and, in moist sys-
tems, might increase carbon sequestration (Welp et al. 2007;
Richardson et al. 2009). However, the functional consequen-
ces of longer and warmer growing seasons for water, car-
bon, and nutrient balance of Alaskan boreal ecosystems
vary with soil moisture (McGuire et al. 2009), whose tempo-
ral trends depend on landscape position.

Fertilization and moisture exclusion studies show that
moisture is now the primary factor limiting production of
Alaskan boreal trees (Yarie and Van Cleve 2010). Nutrient

Published by NRC Research Press
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responses occur primarily early in the season when soils are
cold, in cool moist sites, or in wet years. These recent find-
ings of strong drought effects contrast with earlier research,
conducted when climate was cooler, which showed wide-
spread nutrient limitation of forest production at our LTER
sites (Van Cleve et al. 1986, 1991).

Because of the widespread occurrence of drought, most
tree species in interior Alaska exhibit negative growth re-
sponses to warming (Juday et al. 2005; McGuire et al.
2010), a pattern that is consistent with declines since 1990
in greenness indices measured by satellites (Goetz et al.
2005; Lloyd and Bunn 2007; Verbyla 2008). Reductions in
tree growth have been examined most thoroughly in white
spruce (Picea glauca (Moench) Voss), the late-successional
tree that dominates warm south-facing uplands and lowland
floodplain forests. In this species dendrochronological, pop-
ulation, and experimental rainfall exclusion studies show
that individual trees show a spectrum of growth responses
to warming and rainfall, ranging from positive to negative.
Negative responses of growth to temperature predominate
over positive responses in this species (McGuire et al.
2010). White spruce is most negatively affected by warming
in warm regions and in floodplain landscape positions where
river levels are dropping. Even in cool environments such as
tree line, formerly positive responses of tree growth to
warming are now changing to growth reductions in many lo-
cations (Wilmking et al. 2004).

Recent extensive insect outbreaks on white spruce, aspen
(Populus tremuloides Michx.), and larch (Larix laricina (Du
Roi) K. Koch) might be both a response and contributor to
reductions in tree growth. In the Kenai Peninsula of south-
ern Alaska, extensive stand-level mortality of white—Sitka
(Picea sitchensis (Bong.) Carriére) spruce hybrids, associ-
ated with warming and drying, led to dense growth of the
grass Calamagrostis canadensis (Michx.) P. Beauv. and
very poor spruce regeneration, suggesting a switch from for-
est to grassland (Berg et al. 2006). In interior Alaska, upland
white spruce has dispersed into adjacent black spruce habitat
after fire, producing seedling densities sufficient to generate
fully stocked white spruce stands (Wirth et al. 2008). To-
gether these studies suggest a low stand-level resilience of
white spruce and perhaps other forest types, but the possibil-
ity of landscape-level resilience, if upland species shift into
landscape positions that are currently dominated by black
spruce. This landscape reorganization might occur exten-
sively if wildland fire continues to increase in extent and se-
verity in black spruce forests, as described later.

Changes in lowlands and poorly drained sites

In some poorly drained lowlands, permafrost shows low
resilience to climate warming. Here thawing of high-ice-
content permafrost, formed during the Little Ice Age, has in
recent decades, caused surface subsidence and conversion of
forests to ponds or wetlands, which absorb more radiation
due to the low albedo (short-wave reflectance) of the wet
surface, thereby accelerating the rates of thaw and landscape
change (Jorgenson et al. 2010).

In lowlands underlain by gravel, high-ice permafrost is
less common, and climate warming causes drying of lakes
because of increased evapotranspiration and, in some situa-
tions, loss of permafrost and internal drainage (Jorgenson et
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al. 2010; Riordan et al. 2006). Willows, which colonize
drained lake basins, have high rates of evapotranspiration,
causing further drying. Lake drainage and wetland drying
currently predominate over paludification in interior Alaska
(Riordan et al. 2006).

In many peatlands and black spruce forests, the most
widespread forest type in interior Alaska (Calef et al. 2005),
permafrost has been relatively resilient. In these systems,
water table depth and plant species composition strongly in-
fluence biogeochemical dynamics. Sphagnum and other
mosses are keystone boreal taxa that account for 20% and
48% of production in uplands and wetlands, respectively
(Turetsky et al. 2010). These mosses have tended to increase
in abundance in late-successional stands, perhaps in re-
sponse to insect-induced canopy reduction (Hollingsworth et
al. 2010; Turetsky et al. 2010). The effective thermal insula-
tion and low litter quality of mosses, especially Sphagnum,
lead to cold, permafrost-dominated, nutrient-poor soils that
constrain rates of decomposition, nutrient cycling rates, and
therefore forest productivity (Turetsky et al. 2010). These
conditions lead to carbon sequestration (Ping et al. 2005;
Hollingsworth et al. 2008). Despite slow rates of overall car-
bon and nitrogen cycling, small pools of dissolved organic
nitrogen (DON) cycle rapidly, with rates that are controlled
by root and (or) mycorrhizal turnover (Ruess et al. 2006)
and by competition for DON between plants (and their my-
corrhizal fungi) and decomposers (Kielland et al. 2007;
Chapin et al. 20090). The stabilizing (negative) biogeochem-
ical feedbacks associated with cold, wet soils contribute to
the resilience of black spruce forests in landscape positions
with stable permafrost (Johnstone et al. 2010a).

As in most forested ecosystems, Alaskan microbial com-
munities are dominated by fungi, especially by ectomycor-
rhizal and ericoid mycorrhizal fungi (Taylor et al. 2010).
Fungal diversity is at least 10-fold greater than plant diver-
sity in the same sites. Fungal community composition is de-
termined primarily by forest type, soil horizon, and time of
year but does not differ among years. These observations
suggest extreme fungal specialization to ecosystem structure
and seasonality but low sensitivity to interannual variation in
climate. We therefore hypothesize that changes in microbial
communities and the biogeochemical processes mediated by
them will be more sensitive to climatically driven changes
in disturbance and vegetation than to the direct effects of
climate warming.

Changes in floodplains

In river floodplains, successional pathways have changed
in ways that might have important functional consequences.
Thinleaf alder (Alnus incana (L.) Moench subsp. fenuifolia
(Nutt.) Breitung) is a keystone nitrogen-fixing species that
expanded in both old and young successional stands along
the Tanana River during the 1990s (Hollingsworth et al.
2010; Nossov 2008). The alder expansion in older stands
may reflect improved light availability associated with can-
opy reduction of white spruce by insect outbreaks (response
to warmer summers) and ice storms (warmer winters) and of
poplar by expanding beaver populations (unknown cause).
Increased seed input from alder expansion in mature sites
might explain recent increases in alder recruitment in early
successional sites. In addition, moose, which have increased
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in abundance in the Tanana River lowlands due to predator
control (see below), browse heavily on willows, releasing
early successional alder recruits and invasive plants from
competition. Modeling of the functional responses of these
interactions between plant competition and herbivory (Feng
et al. 2009) suggests that climate warming and predator con-
trol are facilitating invasion of exotic nitrogen fixers (Wurtz
et al. 2008) and reducing carrying capacity for moose (re-
duced forage biomass and palatability) (Kielland et al.
2006). These changes indirectly reduce recruitment of white
spruce (Angell and Kielland 2009). Although the data record
is too short and the connections to climate too unclear to as-
sess long-term persistence of these trends, the patterns sug-
gest that forest resilience in floodplains depends on stand
renewal through historically important successional path-
ways after river disturbance, but the long-term consequences
of novel successional pathways characteristic of warmer
drier conditions are less certain. The relative frequency of
historical versus novel successional pathways will likely de-
pend on changes in climate, herbivory by moose (a function
of predator control and wildfire extent) (Kielland et al.
2006), and alder canker, an expanding forest pathogen that
reduces alder abundance and its rates of nitrogen fixation
and seed production (Ruess et al. 2009).

The reduction in alder growth and nitrogen fixation by al-
der canker is important because of alder’s keystone role in
nitrogen accumulation during floodplain succession (Ruess
et al. 2009). Alder canker is most widespread in dry sites
and dry years, suggesting a climate link to its spread. Green
alder in the uplands also interacts with drought-mediated
diseases (Mulder et al. 2008), with important implications
for postfire nitrogen economy (Mitchell and Ruess 2009).

In summary, recent research suggests a high sensitivity of
the Alaskan boreal forest to changes in moisture availability
and to new species interactions (e.g., with insects and patho-
gens) that are emerging. This research suggests that controls
over boreal forest dynamics are shifting from temperature
and nutrient limitation, which were well documented in the
1970s and 1980s (Van Cleve et al. 1986, 1991), to more fre-
quent limitation by drought.

Landscape consequences and societal
implications

Fire and permafrost

Long-term studies by the Bonanza Creek LTER suggest
that boreal forest stands show a mixture of sensitivity and
resilience of different functional components in response to
climatic change and that the net effect of these changes de-
pends, in part, on reorganization of landscape patterns. We
briefly summarize the landscape consequences of the
changes described above and discuss their implications for
society.

In the past decade, an increase in the number of years
with extensive fires has doubled the annual area burned in
interior Alaska compared with any decade of the previous
40 years and is 50% higher than any decade since 1940
(Kasischke et al. 2010). The area burned during late-
growing season fires in the 2000s was three times higher
than in any previous decade since 1950. Warmer and drier
summers allow fires to continue burning in late summer,
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when soils are deeply thawed and have lower soil moisture,
and therefore burn more deeply, creating a radically differ-
ent soil environment for seedling establishment. These se-
vere fires have disrupted conditions for black spruce
regeneration that sustained black spruce dominance for thou-
sands of years (Johnstone et al. 2010b; Turetsky et al. 2010).
Stabilizing feedbacks that have sustained the resilience of
black spruce forests include biogeochemical feedbacks
(thermal insulation by mosses, presence of permafrost, moist
soils, and low fire severity) and life-history feedbacks (high
availability of black spruce seeds from on-site semiseroti-
nous cones and effective establishment on organic seed-
beds). The recent increase in mineral soil seedbeds and the
reduction in fire interval have generated new successional
trajectories dominated by deciduous tree seedlings (John-
stone et al. 2010b; Kasischke et al. 2010). In extremely dry
sites, no tree recruitment may occur after fire (Kasischke et
al. 2007; Johnstone et al. 2010a).

These observations suggest potential shifts in the relative
abundance of forest types that currently dominate the Alas-
kan boreal forest: a decline in abundance of black spruce,
which has dominated the lowland landscape and north-
facing slopes for the last 6000 years; a potential increase of
deciduous forests in former black spruce habitat; and a con-
version to grasslands or shrublands on dry sites (Johnstone
et al. 2010a). Deciduous forests, until now, have been
largely restricted to south-facing uplands and floodplain cor-
ridors and have acted as a stabilizing feedback to fire proba-
bility and spread because of their high leaf moisture content
and low flammability. As climate warms, however, vegeta-
tion effects on flammability decline, weakening this stabiliz-
ing feedback, so the areal extent of fire is projected to
continue increasing with climate warming despite the shift
to deciduous vegetation (Kasischke et al. 2010). Hardwoods
accumulate less soil organic matter than spruce ecosystems
(Van Cleve et al. 1983; Mack et al. 2008), so increased
hardwood dominance might reduce carbon sequestration at
landscape scales.

Historically, the high latent heat content of ice-rich
permafrost enabled permafrost to persist after fire until
moss-dominated black spruce communities fostered perma-
frost recovery (Jorgenson et al. 2010). With a switch to
deciduous-dominated vegetation, the thick moss and organic
layers are unlikely to rebuild, and permafrost will probably
continue to degrade (Johnstone et al. 2010b; Jorgenson et
al. 2010; Turetsky et al. 2010). We hypothesize that declines
in stand-level resilience in community composition in both
uplands (due to climatic sensitivity to drought) and lowlands
(due to changes in successional feedbacks) convey substan-
tial resilience of species composition at landscape-to-
regional scales as a result of potential redistribution of stand
types across the landscape. Long-term observations are re-
quired to test this hypothesis.

Landscape changes in the boreal forest alter its role in the
global climate system. The most dramatic of these feedbacks
is earlier snowmelt, which amplifies climate warming as a
result of reduced albedo (Euskirchen et al. 2010). This is
slightly offset by an increase in area burned, which increases
albedo in winter (less forest cover to obscure the snow) (Liu
et al. 2005; Randerson et al. 2006) and in summer (shift to a
lower-albedo deciduous forest trajectory) (Euskirchen et al.
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2010). Changes in trace gas (mainly CO, and CH,) feed-
backs from the boreal forest are less clear. Greater areal ex-
tent and depth of burning and insect outbreaks reduce
carbon sequestration (McGuire et al. 2009), but the conse-
quences of the hydrologic reorganization of landscapes are
more complex. Sites that are drying generally show reduced
rates of carbon, nitrogen, and water cycling, with greater de-
clines in photosynthesis than in ecosystem respiration (and
therefore a decline in carbon sequestration); sites that are
getting wetter show the opposite trends (Euskirchen et al.
2010). Methane efflux also declines with drier conditions.

Mammals

Observed and projected changes in environment and veg-
etation will influence the responses of mammals to climate
warming. In general, small mammals such as microtine ro-
dents are more sensitive to interannual variations in weather
than are large mammals such as moose and caribou that re-
spond more strongly to variations in food supply and preda-
tion (Kielland et al. 2006). Snowshoe hares are quite
sensitive to all of these factors (Kielland et al. 2010). Snow
depth, rain-on-snow events, floods, and other climate-related
events that are difficult to predict are projected to become
more variable (Intergovernmental Panel on Climate Change
2007) and are likely to exert stronger effects on most mam-
mals than will warming per se. Habitat changes resulting
from warming-induced increases in floods, insect outbreaks,
and wildfires could also strongly affect mammal distribu-
tions. In general, we hypothesize that most mammalian com-
munities will show low resilience, with some species
declining in abundance (e.g., lichen-dependent caribou),
others increasing (e.g., fire-dependent moose and snowshoe
hares), and others changing in species composition and dis-
tribution (e.g., microtine rodents that are sensitive to ex-
treme events but some of which are favored by grasslands).
These changes, if they occur, would substantially restructure
the mammalian communities of interior Alaska.

Human communities

Changes in environment, ecosystems, and subsistence re-
sources have important implications for Alaskan boreal
communities, particularly those in rural areas where indige-
nous people have historically led a subsistence lifestyle as
hunters and gatherers (Fig. 2). Warming directly affects
communities as a result of thinner river ice and therefore re-
duced safety of winter travel and access to hunting grounds.
Increased evapotranspiration and declining river discharge
also reduce opportunities for barge delivery of fuel and in-
crease the cost of living and therefore the dependence on
subsistence harvesting (Kofinas et al. 2010). Now that com-
munities are permanently situated rather than seminomadic,
increased wildfire risk constitutes the major pathway by
which warming influences rural communities. Wildfire con-
stitutes a risk to life and property, reduces access to the
land, threatens cultural resources, and reduces moose and
caribou abundances for one to several decades (Maier et al.
2005; Chapin et al. 2008; Kofinas et al. 2010). Sources of
resilience to address these changes include traditional shar-
ing networks that maintain community identity while sus-
taining food supplies to the most vulnerable households and
allowing hunters to borrow hunting equipment. As the abun-
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dance and distribution of subsistence resources change and
access to hunting areas is modified, hunters will likely shift
their hunting effort to those species that increase in avail-
ability and (or) accessibility. Development of community
gardens or changes in hunting regulations to constrain com-
petition from wurban hunters could enhance resilience
(Kofinas et al. 2010; Loring and Gerlach 2010). Changes in
economic conditions, such as employment in rural and urban
communities, will undoubtedly interact with the effects of
climatic change, affecting human migration patterns and the
overall resilience of villages. In summary, climate warming
and socioeconomic changes challenge the resilience of rural
indigenous communities, but indigenous culture has proven
relatively resilient to even greater threats over the past cen-
tury.

Many of the changes described above (e.g., wildfire risk
and thawing permafrost) also affect larger communities and
cities along the road network. However, urban areas are buf-
fered by alternative income sources (jobs) and transportation
options (roads) that reduce vulnerability. Rural-to-urban mi-
gration links villages with cities, putting pressure on public
services (especially schools) in the cities but extends social
networks of villages to tap urban employment opportunities
(Kofinas et al. 2010).

Conclusions, uncertainties, and policy
options

Although the Alaskan boreal forest and its people have
been quite resilient to past warming, recent changes in struc-
ture and functioning suggest that the limits of this resilience
have been approached and in some cases exceeded (Fig. 2).
Disturbances (permafrost thaw, wildfire, insect outbreaks,
disease, and drying of lakes and streams) are more extensive
than at any time in the historical record, and the stabilizing
(negative) feedbacks that previously constrained the magni-
tude of these changes or fostered recovery have been sub-
stantially weakened by warming. This suggests that the
Alaskan boreal forest is on the cusp of potentially large non-
linear changes in structure and functioning. The major un-
certainties concern the rates of change in disturbance and
the extent to which these changes might be compensated at
regional scales by redistribution of stand types across the
landscape or by policies affecting rural-urban interactions.
Current evidence from long-term studies at the Bonanza
Creek LTER suggests the following.

e Permafrost will remain relatively resilient to continued
warming except in high-ice-content lowlands and in areas
burned by severe wildfires. The greatest sources of uncer-
tainty are changes in snow cover, which will influence
the rate at which these changes occur, and the extensive-
ness of severe wildfires and wetland formation that will
likely trigger permafrost loss. In lowland areas, perma-
frost degradation causes a radical shift from black spruce
ecosystems to Sphagnum bogs and herbaceous fens,
whereas loss of permafrost and increased drainage in up-
land areas promotes replacement of black spruce by de-
ciduous forests.

e New successional trajectories contribute to the variability
of floodplain forests, with the long-term functional conse-
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quences (e.g., nitrogen accumulation and suitability for
wildlife) being uncertain.

e Increasingly extensive and severe wildfires are triggering
a landscape transformation with potential expansion of
deciduous forests from uplands to lowlands and north-
facing slopes and perhaps the development of shrublands,
grasslands, agriculture, or other novel ecosystem types in
south-facing uplands and in lowlands. The future nature
of upland ecosystems and the rates of transformation of
lowland ecosystems are highly uncertain. These transi-
tions and associated permafrost change will likely domi-
nate changes in regional hydrology.

e The current mammalian fauna of interior Alaska will
likely persist but reorganize into new patterns of distribu-
tion and abundance in response to both direct effects of
climate and changes in habitat. The low degree of habitat
fragmentation by human activities in Alaska provides
greater opportunities for species migration and commu-
nity reorganization in Alaska (and therefore regional resi-
lience) than in most regions of the world. The net effect
of these changes on subsistence opportunities for rural in-
digenous communities will depend on the rates and pat-
terns of change, both of which are uncertain. Over the
long term, resilience of both the animal and human com-
munities may depend on policy decisions about the man-
agement of wildfire and human disturbances and the
allocation of hunting opportunities between rural and ur-
ban hunters.

Global anthropogenic carbon emissions commit the planet
to centuries of elevated CO, concentration in the atmosphere
(Solomon et al. 2009). Actions taken globally to reduce
emissions will influence the future magnitude and rate of
change but are unlikely to prevent a continued warming
trend (Fig. 1). Given the high certainty of continued warm-
ing in the Alaskan boreal forest, there are few policy options
available at local-to-regional scales that could prevent the
changes we have projected. However, local actions can in-
fluence the impacts of warming on ecosystems and society.
For example,

e Agricultural and resource management policies will
likely affect land-cover type, landscape connectivity, and
species migration, and therefore, the trajectory of ecosys-
tem change, particularly the rate of tree migration from
south-facing uplands to lowlands and north-facing up-
lands.

e Fire management adjacent to human communities may
influence the size, frequency, and configuration of future
fires and therefore fire risk to these communities. In more
remote areas, climate-driven changes in flammability will
likely be more important than fire management in driving
changes in fire regime and landscape heterogeneity.

e Development and resource management policies will in-
fluence the human exploitation of renewable and nonre-
newable resources, the food and energy security of rural
communities, and therefore, the integrity of the boreal
forest as a coupled social-ecological system.

Continued research by the Bonanza Creek LTER has the
opportunity to inform these policy choices and therefore the
regional resilience of the Alaskan boreal forest.
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Abstract. We present the results of a reconnaissance invesapproximately 1 cm day*, which is substantially larger than
tigation of unusual debris mass-movement features on perrates measured in historic aerial photography from the 1950s
mafrost slopes that pose a potential infrastructure hazard imo 1980s. We discuss how climate change may further in-
the south-central Brooks Range, Alaska. For the purpose ofluence frozen debris-lobe dynamics, potentially accelerating
this paper, we describe these features as frozen debris-lobetheir movement. We highlight the potential direct hazard that
We focus on the characterisation of frozen debris-lobes as inene of the studied frozen debris-lobes may pose in the com-
dicators of various movement processes using ground-baseidg years and decades to the nearby Trans Alaska Pipeline
surveys, remote sensing, field and laboratory measurementSystem and the Dalton Highway, the main artery for trans-
and time-lapse observations of frozen debris-lobe systemgortation between Interior Alaska and the North Slope.

along the Dalton Highway. Currently, some frozen debris-
lobes exceed 100 m in width, 20 m in height and 1000 m in
length. Our results indicate that frozen debris-lobes have; |niroduction

responded to climate change by becoming increasingly ac-

tive during the last decades, resulting in rapid downslopeClimate change currently underway in the Arctic (ACIA,
movement. Movement indicators observed in the field in-2004; IPCC, 2007) is strongly affecting cryosphere dynam-
clude toppling trees, slumps and scarps, detachment slidegs and distribution, including warming and degradation of
striation marks on frozen sediment slabs, recently buriedhbermafrost and reduction of its areal extent. Major im-
trees and other vegetation, mudflows, and large cracks ipacts are observed in thermal conditions of near-surface per-
the lobe surface. The type and diversity of observed indi-mafrost and active layer (Romanovsky et al., 2002, 2007,
cators suggest that the lobes likely consist of a frozen debri®010; Nolan et al., 2005; #b et al., 2007a; Jorgenson et
core, are subject to creep, and seasonally unfrozen surfacg., 2006; Smith et al., 2010). Mountain permafrost is warm-
sediment is transported in warm seasons by creep, slumpng and retreating to higher elevations in response to climate
ing, viscous flow, blockfall and leaching of fines, and in change, and a similar response is recorded by diminishing
cold seasons by creep and sliding of frozen sediment slabgylaciers (Nolan et al., 2005; #b et al., 2007a; Marchenko
Ground-based measurements on one frozen debris-lobe ovek al., 2007; Harris et al., 2009).

three years (2008-2010) revealed average movement rates of

Published by Copernicus Publications on behalf of the European Geosciences Union.
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To determine rates of permafrost change and result2006). A model for grain size distribution in rock glaciers is
ing landscape dynamics, permafrost research over recemrovided by Haeberli et al. (1998). The supply of debris to
decades has increasingly focused on processes related these features seems to control most of the movement on the
both the vertical and lateral movement of the ground as aorder of centimetres to metres per year (Degenhardt, 2009),
result of transient temperature dynamics and phase chandaut other mechanisms such as warming result in rock glacier
(Haeberli et al., 2006). Liquid water expansion upon freez-thinning are also described (Krainer and He, 2006; Roer et
ing causes soil volume to increase and the soil surface tal., 2008; Ikeda et al., 2002).
rise, whereas warming of the ground ice and phase change Rock glaciers were recognised in Alaskan mountain
from a solid to liquid state causes loss of soil volume, struc-ranges as early as the 1950s (Wahrhaftig and Cox, 1959),
ture and strength, resulting in greater susceptibility to ero-yet they remain understudied with respect to other moun-
sion and mass wasting during thawing. The impact of soiltain permafrost regions, likely due to limited access to the
strength reduction due to permafrost thawing is increased imemote mountain areas and limited hazards to infrastruc-
mountainous settings where unconsolidated sediments existire. Wahrhaftig and Cox (1959) studied approximately 200
whereby slope destabilization may result in gravity-driven rock glaciers in the Alaska Range. Studies of the Fire-
catastrophic downwasting @b et al., 2005). Mass wast- weed rock glacier in the Wrangell Mountains have shown
ing features on permafrost-stabilized slopes have been rea movement rate of 3.5m per year (Bucki et al., 2004;
searched extensively in many mountain regions (WahrhaftigBucki and Echelmeyer, 2004). In the Kigluaik Mountains
and Cox, 1959; Humlum, 1998b; Gorbunov and Seversky,on the Seward Peninsula, Calkin et al. (1998) report the pres-
1999; Matsuoka et al., 2005; French, 2007; Gruber and Haeence of ten active tongue-shaped rock glaciers and, based on
berli, 2007; Kéab et al., 2007b; Ikeda et al., 2008), allowing lichenometry, suggest that some of them formed about 3000—
for the description and categorisation of many types of fea-4000yr ago. In the Brooks Range, Calkin et al. (1987) found
tures with a unique set of characteristics. All have gravity in similar ages using lichen indicators, but they suggest that the
common as their driving force and many also share types ofnitiation time coincided with the retreat of the Pleistocene
movement processes, such as sliding, flowing and creepinglaciers in the region.
typical for periglacial mountain regions (French, 2007). Although our frozen debris lobes resemble rock glaciers,

In the European Alps, research has shown that degradin some respects, they differ in source area, composition
ing permafrost in bedrock regions causes hazards on steggnd mechanism and rate of movement, as discussed below.
slopes, in particular rock falls and landslides (Gruber andWe focus our study on permafrost-regulated, rapidly mov-
Haeberli, 2007). The number of rock falls and landslidesing, elongate, partially frozen debris-lobes found on moun-
greatly increases with increasing ground temperature, théain slopes in the Brooks Range of Alaska. Although initially
loss of ice cement in bedrock cracks and pore space of rocidentified as active (Hamilton, 1978a, 1979b, 1981), oth-
debris, and the number of freeze-thaw transitions deeper irrs described these features as mostly inactive rock glaciers
the rock face as mean annual ground temperatures approa¢Kreig and Reger, 1982; Brown and Kreig, 1983) and they
the melting point of water. Higher substrate temperatures andhave never been investigated in great detail. In this paper,
liquid water released from ground ice results in decreasedve show for the first time that these features exhibit rapid
ground viscosity and slope stability. Slope stability is also movement, possibly linked to climate change and permafrost
a concern for permafrost-affected soils (Gude and Barschdegradation, and may pose a hazard to nearby transportation
2005; Lewkowicz and Harris, 2005; Harris et al., 2008b). infrastructure. The objectives of this paper are to characterise
Although ground ice slows the downslope movement of de-various processes that are typical for these landforms and as-
bris (Swanger and Marchant, 2007), warming atmosphericsess the frozen debris-lobe dynamics over the last 60 yr, using
conditions can slowly degrade the ground ice, increasing th¢a) ground-based topographic surveys; (b) remote sensing-
unfrozen water content in the ground, and releasing meltwabased analysis of lateral movements; (c) permafrost and ac-
ter for increased pore water pressure and destabilizing slopesse layer temperature measurements; (d) sedimentological
(Geertsema et al., 2006;8b et al., 2007b; Delaloye et al., and geotechnical analysis; and (e) tree ring analysis. We also
2008; Harris et al., 2008b; Ikeda et al., 2008; Roer et al.,describe the placement of frozen debris-lobes within the con-
2008; Lambiel et al., 2008). tinuum of mass movement features. One particular frozen

Typical and dynamic permafrost-related mass wasting feadebris-lobe front is now very close (<70 m) to the Dalton
tures on mountain slopes are rock glaciers, which are comHighway corridor; this individual feature poses a substantial
mon in many cold climate regions (Barsch, 19774k et  hazard to the transportation infrastructure between Interior
al., 1997; Humlum, 1998a, b; Isaksen et al., 2000; Berth-Alaska and hydrocarbon exploration and production centres
ling et al., 2003; Haeberli et al., 2006; Farbrot et al., 2007;0f northern Alaska within the next few decades at current
Ballantyne et al., 2009; Brenning and Azocar, 2010). Rockmovement rates.
glaciers generally consist of blocky debris (Wahrhaftig and
Cox, 1959) with interstitial ice, although abundant fines have
also been observed in these features (lkeda and Matsuoka,
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2 Study area Alaska Pipeline System (TAPS), which is buried in alluvial
sediment in this section. Paralleling the highway is the Diet-
The frozen debris-lobes we studied are located in ther|ch River, which prowdes the main dr_amage for the region.
The study area is mapped as continuous permafrost (Jor-

south-central Brooks Range of Alaska, USA. Based on enson et al., 2008), however, permafrost in the valleys of
historical repeat photography and lichenometry, Ellis and? v ' ", pern y
the southern Brooks Range is relatively warm (—XOat

Calkin (1979) suggest that the most rapid retreat of alpine ) :
glaciers in the area occurred after ca. 1870, followed by a de-24 m depth; measured in 2010) (CADIS, 2010) and shallow.

celeration after the mid-1900s (Ellis and Calkin, 1984). LakeW'.nter show pack |nsu_lat|0n causes warmer_subsurface con-
. . . ditions relative to the air temperature. Combined, these char-
varves, in a glacially fed lake in the central Brooks Range

indicates that this portion of the Brooks Range has experi-aCte”St'CS result in permafrost that is highly susceptible to

enced atmospheric warming of 3.7 to 5@ during the sum- degradation and active layer deepening. Slope and aspect

mer months since the Little Ice Age as suggested by Bird efal]so contribute to the difference between warmer and cooler

al. (2009) and by Evison et al. (1996), who studied glacial re_S|tes, with north facing slopes being predominantly cooler;
tréat dynamics. In a review ;:;aper M’olnia (2007) Confirmedthis is evident from the altitudinal tree line, which varies

this overall pattern of glacial retreat since the late 19th Cen_strongly between slope aspects in this region. In addition,

tury for the Brooks Range, which is in line with that of other \é?grﬁtasg?iaabr;g ﬁ]ri‘;een;i gr Z?:;ngﬁ dO;t?c?: c:rg;’:::lcalsysletrﬁels
Alaskan mountain ranges. Nolan et al. (2005) provide an gny y gly Imp

overview of glacier thinning over the period from 1956 to soil thermal regime. Deep borehole measurements indicate

2003 for the McCall glacier northeast of our research area inthat the permatfrost is generally warming in northern Alaska

the Brooks Range. They found an increase in thinning from(Smith et al., 2010). Chandalar Shelf borehole temperatures,

; —1
0.35myr before 1993 to 0.47 m y# thereafter. 30 km north of our research site, warmed about O@xr

) ) ~over the last two decades, which is similar to the Coldfoot
Ellis and Calkin (1984) also suggest that rock glamers,deep borehole at 24 m depth.

now present in cirques of the central Brooks Range, were

probably initiated by increased mass wasting from over-

steepened valleys and cirque walls after late glacial deglaciag pethods

tion. Ellis and Calkin (1979) report that most of the active

rock glaciers are found north of the continental divide and3.1 Field observations

at altitudes higher than 1350 m. a.s.l., with lower limits for

tongue-shaped rock glacier snouts at 1200 m. a.s.l. for inacFor this reconnaissance study, we collected data from frozen
tive forms and at 1300 m. a.s.l. for active forms. Hamilton debris-lobes (FDL-A, -B, and -C) (see Fig. 1), with the ma-
(1978a, b; 1979a, b; 1980, 1981) mapped the surficial geoljority of measurements taken on FDL-A. Field observations
ogy of the central Brooks Range. He recognised and mappethcluded an assessment of morphometric parameters such as
a variety of mass wasting features in the region includingoverall shape, elevation, and slope and aspect configuration;
rock glaciers, talus cones, rock slides, slush flow deposits aglentification and characterisation of surface features such as
well as open system pingos, other frost mounds and aufeisscarps, crevasses and vegetation cover; and identification of
indicating groundwater flow. Using aerial photography andclear indicators for active movement such as toppling trees,
helicopter traverses, Hamilton was the first to map the locasplit tree trunks, trees overrun and partially buried by the
tion and widespread occurrence of lobate mass wasting fegrozen debris-lobe, over-steepening of slopes, block fall of
tures in the central Brooks Range that are distinct from thefrozen, but otherwise unconsolidated fine-grained sediment,
previously described rock glaciers, due to their material con-scratch marks on frozen blocks from sliding, and rippling
tent, location, shape and vegetation cover. In his maps hend uplifting of frozen topsoil in front of the feature due to
named them flow slides. compression from the pressure of advancing debris.

Frozen debris-lobes FDL-A, -B and -C examined in this  Our field observations span multiple seasons (late winter:
paper are located in the south-trending valley of the Di-April; late summer: August) and the years 2008-2010. In
etrich River (Fig. 1), a short distance south of the Conti-the spring of 2008, we installed five metal marker pins near
nental Divide. They are located near the Dalton Highwaythe terminus of FDL-A to measure movement rates with a
transportation corridor (see Fig. 1, lower inset), about 65 kmDifferential Global Positioning System (DGPS). During the
north of Coldfoot and 170 km south of Deadhorse. Mostsummers 2008 and 2009, we repeated these location mea-
of our detailed observations are from a frozen debris-lobesurements to assess local movement rates. We also collected
(site FDL-A) located at 6748.669N/149°49.183W, which DGPS data in transects across FDL-A and along its bound-
is also the frozen debris-lobe closest to the Dalton Highway.aries, including the terminus and the headwall (Fig. 2b).
Based on a 0.5-m resolution WorldView-1 satellite image A time-lapse camera was installed to take photographs
from 24 August 2008 the lobe front was approximately 75 m of the terminus of FDL-A at one-hour intervals throughout
away from the Dalton Highway and 310 m from the Trans the 2009 summer. Ground temperature data loggers were
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Fig. 1. Location of the study area and frozen debris-lobes (FDL) A, B and C (Image from 2008 WorldView-1, © Digital Globe). The Dietrich
River, the TransAlaska Pipeline System (TAPS) and the Dalton Highway are shown to the west of the studied FDLs. Lower left inset indicates
the study area (black rectangle) within the Brooks Range; FB is Fairbanks, CF is Coldfoot and DH is Deadhorse at the northern end of the
Alaska Highway system (maroon line). Upper left inset shows the distribution of frozen debris-lobes along the Dalton Highway and this map
is based on a Landsat-5 TM image (bands 4-3-2) from 19 September 2010 (USGS/NASA). Upper right inset shows the terminus of FDL-A
with measurement locations.

installed to measure the air and surface temperatures, as wedinks and smoothing it with a 833 low pass filter. Once
as the ground temperatures at depths of 0.50 m and 1.80 m a@omplete, we derived secondary parameters, including slope,
top of the feature near the terminus (near marker pin 1 (MP-aspect, planimetric and profile curvature, watershed size, and
1); Fig. 1) and additionally in front of the terminus. We also flow accumulation of the study area (Figs. 2 and 3).
collected two soil samples from the upper 1 m of FDL-A for
grain size analysis and determination of soil plasticity, and
harvested a living tree that grew on the frozen debris-lobe to4 Results
analyse tree ring growth.

4.1 Field observations
3.2 Remote-sensing and terrain analysis

The frozen debris lobes flow from mountain slopes (see
We used high-resolution aerial and satellite data from 1955Fig. 4), and consists of a mixture of coarse- to fine-grained
1979 and 2008 to delineate the frontal terminus and sideslebris (including woody debris from shrubs and trees where
of the three frozen debris-lobes in the study area (Table 1)the frozen debris-lobes extend below forest limits). We also
All images were co-registered to the 2008 WorldView image observed massive and interstitial ice within the frozen debris-
and mapping was done in a desktop GIS environment. Ad{obes. Most of these features are covered with stands of
ditionally, we used a 5-m horizontal and 0.1-m vertical res-drunken spruce trees (see Fig. 4c), which alerted us to their
olution, airborne interferometric synthetic aperture radar (If-movement and prompted our investigation into these fea-
SAR) derived digital elevation model (DEM) to assess thetures. Trees growing on the slopes of the frozen debris-
three-dimensional morphometry of the three features in oulobes experience great horizontal stress in the root zone due
study area. The DEM was post-processed by removing alto ground movements, which can result in splitting of live

Nat. Hazards Earth Syst. Sci., 12, 1521-1537, 2012 www.nhat-hazards-earth-syst-sci.net/12/1521/2012/
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(d) cdvatéatershed area (ha) contributing to FDL-A (ca. 98 hectare); b) shaded relief map with contour
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Solifluction lobes and rock fall A

Head wall

/ .

A2

Shear zones
A4
‘Drunken’
trees

Potential velocity
distribution

10-30m thick
debris layer

Barren surface

Vegetation burial Basal sliding

Original ground surface

Fig. 4. Schematic overview of some observed processes on a frozen debris-lobe. (Al) Photograph of a frozen debris-lobe with upper zone
of solifluction lobes, image shows FDL across the valley from FDL-A; (A2) shear zones in the middle section of FDL-A; (A3) “drunken”
trees visible on FDL-A; (A4) split tree trunk on FDL-A; (B) profile of frozen debris-lobe front and associated movement; the flow vectors
are assumed and parallel to the flow direction; background elevation model of FDL-A with upper contributing zone based on multiple DGPS
surveys.

Table 1. Remote-sensing data used for mapping frozen debris-lobes.

Image type Acquisition Ground Distance of FDL-A lobe Period Front advance
(ID) date resolution  fronto Dalton Highway(m§  (yr) rate (myr 1)
Aerial (AB1TALOO0O00009R15.a) 22 July 1955 1:60000 220m - -

Aerial (AR5790027841791) 1 July 1979 1:64 000 170m 24 21

WorldView-1 (AUG08WV010000008 24 August 2008 0.5m 70m 29 34

AUG24220130P1BS 0520314250105 P003)

* Distance was measured between the toe of the front lobe and the highway embankment toe; for the 1955 image, distance was measured to the location where the highway i
currently located.

tree trunks (see Fig. 4d). Frozen debris-lobes are genemue to intense frost weathering. Often, solifluction lobes can
ally 500- to 2000-m long and 50- to 500-m wide, with a be found at higher elevations just above these features, pro-
riser height (elevation above surrounding soil) between 5viding an additional material source. In larger basins frozen
and 30 m. Frozen debris-lobes move down slope from smaltlebris-lobes are absent and debris accumulates as alluvial
drainage basins, typically less than 1%(fig. 2a). Frozen fans.

debris-lobes are often located in small valleys; these valleys

may or may not have a headwall providing a source of debris

Nat. Hazards Earth Syst. Sci., 12, 1521-1537, 2012 www.hat-hazards-earth-syst-sci.net/12/1521/2012/
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20 in front of the frozen debris-lobes, forming cavities that col-
lapse upon spring thaw. This formation seems to be the result
of the feature pushing on the frozen soils in front of the lobe.

Active layer detachment slides and retrogressive thaw
slumps are also observed on these features. Typically these
features mobilize the sediments and accelerate the alluvia-
tion processes. Mobilization of the rocks was also observed
from a steep section of the lobe terminus.

-10 4

20 1

Temperature (°C)

4.2 Ground thermal regime
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SNOTEL, Air .
——— DGA Al To understand changes in ground temperature, we collected
07 T e both ground and air temperatures on FDL-A (Fig. 5). The
— 18m 2008-2009 mean annual air temperature-%1°C and the
I

-50 T T

‘ T mean annual ground temperature at a depth of 0.5m in min-
eral soil is—0.3°C. We compared these data to those from
the Coldfoot Snow Telemetry (SNOTEL) site, which corre-
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Figure 5.Air and soil temperatures (surface, 0.5, and 1.8 m) for FDL-A.AIr temperatures frlates strongly with a 2008—2009 mean annual air temperature
the SNOTEDnRadidF AR S RAIG IR ESRUEA I RANd 1.8 m) for FDL- of —7.7°C. The difference of 2.6C is most likely due to at-
e

o g A W N

.Air temperatures from the SNOTEL weather station in Coldfoot mospheric inversion with FDL-A 200 metres elevated over

are included for comparison. the valley floor where the SNOTEL site is located. Long-
term changes in ground temperature are mostly a function
0 2000 of changes in mean annual air temperature. We compared
+ Air Temperature (SNAP) . .
4T T st (cottoon . the short record for mean annual air temperature in the re-
2475 waaT (wiseman) sfF L 000 gion to climate reanalysis developed by the Scenarios Net-
3] = oo (codiony work for Alaska Planning (SNAP) (Fig. 6). This dataset
4= P (Coiony s Lo ¢ was downscaled from multiple global circulation models
% 54 i 3 (http://www.snhap.uaf.edu). The short-term trend of decreas-
2 61 . o . L -1000 § ing mean annual air temperature measured near Coldfoot,
%‘ 74 L. hy ++ RN A 3 Alaska appears contradictory to the regional warming trend
T R R in the long-term record and permafrost temperatures (Fig. 6).
o] et /*/* e 5T However, the trend in thawing degree days since 2001 indi-
_10<++++++ o LN o Q‘{ L -3000 cates a warming trend for the region in summer, in spite of
aul Lo L relatively cold winters.
-12 — T -4000 Although the soil temperature dataset from FDL-A only
R R A i I S i A i Sl sl spans two years, it provides some insights into the ground

Figure 6.Mean annual air temperature near FDL-A.Reanalysis data is from SNAP; measured fﬂermal regime. Soil temperatures collected on FDL-A indi-

dataf@??ﬁ%”%@%%&% i rng,r ggg%g%vr@tgg{ gﬁ(e%a%?gr%r{ﬁ%%g%ﬂr?é{fSﬁ%%é%‘e;?nate an active layer at least 1.8 m deep (see Fig. 5). Move-
- i ent of FDL's causes debris exposure to the atmosphere,
(0 KBt (@i oot OF EDTCA) Bita e (s Ran a0 Kin Sotth b g

C°“6eﬂf‘fﬂllfﬂﬁ‘ﬁ2i Ahuing A rpering depréq davs are &reﬁfglfp%an of the Natul:al whereas nearby stable areas typically bear continuous cover

Resources Conservation service); thawing and freezing degree da)%.f moss and tussocks, resulting in colder ?0" conditions. Ad-
are for Coldfoot. itionally, the surface on these features is also much better

drained, reducing the thermal offset.

Movement of frozen debris-lobes can be observed in the4.3 DGPS surveys
form of cracks in the surface of these features. These cracks
are up to 25 cm wide, several metres deep and stretch overhe results of the marker pin survey on FDL-A with a DGPS
tens of metres laterally, and are often responsible for splitdemonstrated 1.3m of movement during four months be-
tree trunks. Along the terminus of these features, trees aréween April and August 2008, which indicates an average
commonly overrun as the frozen debris-lobe advances. Wéate slightly greater than 1cmday. Repeat measurements
observed live trees being pushed over and partially coveredh 2009 also showed a similar daily movement rate.
by flowing mud (summer) and by frozen debris slabs (win- A survey of the entire feature during 2009 is presented in
ter). Frozen debris slabs slide over weak zones, and are oli=ig. 2b. The DGPS was carried in a backpack while climb-
served during spring protruding out from the surface ngaring over the feature. These data provide a snapshot of the
steep slopes. In addition, frozen soil and debris slabs bucklgeometry that can be compared with future datasets.

www.nat-hazards-earth-syst-sci.net/12/1521/2012/ Nat. Hazards Earth Syst. Sci., 12, 1521-1537, 2012
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Fig. 7. Camparsgnef he@pirinesiémmetERkin askfRhSdIetTsen 858 #1209 Eomdiotemsaiiopgsgial and satelite based

remotely sensed imagery. Two drainage channels in front of the lobe drain FDL-A and are not part of the moving body. The white arrow
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FDL-A is elongate, varies in width from 140 to 260 m and
has a length of 1200m beyond its source area (Fig. 3).
Based on the IfSAR DEM, the height of the front of this
frozen debris-lobe above the surrounding area is 20 m, ris-
ing to 25m approximately 275m behind (upslope) from
the lobe front, and decreasing again to 10 to 18 m approx-
imately 500m behind the lobe front. This indicates that
debris movement is episodic or pulse like, with periods of
faster movement alternating with periods of stagnation and
buildup. Such movement pulses likely are controlled by
slope, ground temperature, liquid water content and debris
supply. The slope of the surrounding area north and south of
the frozen debris-lobe front ranges fromtb 17.5 (Fig. 3).
While the surface of the frozen debris-lobe has roughly the
same slope along its long axis, multiple argas along the lobe
front as well as its sides have slopes exceeding @ich
agrees with field observations of steep and several metre
high scarps. The entire watershed contributing to FDL-A is

Grain size gisteihgtign of IR SRAMBEN RIS AN AR DELRR RKtiabattbe franbne of the largest watersheds on this mountain

DL-A, the top portion of the front lobe of FDL-A.

Nat. Hazards Earth Syst. Sci., 12, 1521-1537, 2012

slope (Fig. 2a). The lobe front, with its approximately 20-m
height and 170-m width, advances a debris volume of about
34nPday ! (12410 n¥yr-1) at the current movement rate
of 1cmday ! observed with ground measurements between

www.nhat-hazards-earth-syst-sci.net/12/1521/2012/



BIOL 495/695 Syllabus and Course Reader 2016 92

R. P. Daanen et al.: Rapid movement of frozen debris-lobes 1529

1

Fig. 9. Tree r%gs Ei%%urgn?preggl r|n |r88[n &reﬁ%?sn \flﬁg(%rg \%Fg'soﬂalsh'félcfeg fheztéﬁ% V@ﬁan%@’se ?ﬁegwénd%ggﬁc'm of compression wood
growth (indicgted mhblagﬁsanavve)cbuecmmﬂm twnyrassiodivated grovetfigimdicated by black arrows) occurred in

4 the years indicated in the figure.

April and Aygust 2008. Debris advancing every year at thement rate. In summary, the front of FDL-A advanced 150 m

lobe front equals about 22 10° kg, or about 440 truckloads since 1955, is currently less than 70 m away from the Dalton

per year for@& 50-ton dump truck. Highway, has a base cross-sectional width of 170 m, an aver-
age height of 20 m, and an accelerating terminus movement

Analysis of an optical image time series covering the P€-rate of 1cm day®.

riod from 1955 to 2008 shows an increase in the rate of
advance of the frontal lobe of FDL-A and FDL-B (Fig. 7). 4.5 Debris composition 35

During the 1955-1979 period, FDL-A moved approximately

50 m, which indicates an average rate of 2.1 mtyr Dur- Based on the geological map of the Chandalar Quadrangle
ing the 1979-2008 period, the terminus advanced 100 mby Brosg and Reiser (1964), the bedrock immediately adja-
which indicates a higher average rate of 3.4mlyr The  cent to the frozen debris-lobes in this reconnaissance study
average movement rate for the entire observation record isonsists of slate, phyllite, schist, phyllitic siltstone, schis-
2.8myrl. The current (2009-2010) movement rate we tose sandstone and limestone. The frozen debris-lobes con-
measured in the field is just over 1 cm day(~3.6 myr1), tained clasts of these rock types embedded in a complex fine
which may indicate an ongoing increase in the average movegrained matrix with massive and interstitial ice. We took two

www.nat-hazards-earth-syst-sci.net/12/1521/2012/ Nat. Hazards Earth Syst. Sci., 12, 1521-1537, 2012
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2

Fig. 18- RereattDReapenttyptietogtiapbitefF@partonnob thkelsDés Ade Bmmssioihestespufacs lumpsidevents. Straight lines
follow positions of individual trees in the images (magenta tree fell from the top of the terminus); the red circle indicates the appearance of a

4ock fasnitisaby caties pidngrbainevaaism Siralghb nesstedloss po Rtiangrafindividisalciteas inothepinageseptember 2009.
5 (magenta tree fell from the top of the terminus); the red circle indicates the appearance of a rock

urfage sediment samples from, FDL-A, which.included fist-4.6 Iree ring analysis
Qe O PSR oM LT LM A LT b P8Rt "SR5 Slope. Photographs were
Plze %@?é)ﬁ@dfﬁéﬁﬁA@Fﬂ@b‘%tB@ﬁﬁﬁ‘rﬁbeﬁtmczgogma"egne unique aspect of the frozen debris-lobes in our study

than 75mm. The two samples were classified as silty san
8vit_h_grave|_and silt_y_gra_velwith sand (GM)’ according t_o the due to their occurrence below the treeline. The tilted, or
Unified Soil Classification SVSte.”.‘ (Fig. .8)' The Sed'mef?t “drunken” trees (see Fig. 4c), may be a result of rapid move-
f.“’?“ these samples h‘."ld a §pe0|f|c gravity of 2.79, a IIqUIdment and soil disturbance after a previous phase of stability
limit of 32 and no plastic limit that allowed tree growth, or a result of degradinggﬁermafrost
and melting ground ice that also leads to surface disturbance

rea is the presence of dense spruce and alder vegetation,

Nat. Hazards Earth Syst. Sci., 12, 1521-1537, 2012 www.nhat-hazards-earth-syst-sci.net/12/1521/2012/
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1

Hg. 11FdglterklnIkd atensiea dneodesistgsalsiydesksoh dicazevisiHy Hehsisinricatr-s|liding pmtiRAAng and after soil
freezing. Bglow is the origi u urface, littered with recent organic matter, and gbove is the seasonally frozen ground that slid over
o andheniaal To0E e B, ARG A Ate, SSIE Tt . he St b aund sFacd

4 littered with recent organic matter, and above is the seasonally frozen ground that slid over the

&d irgdyiaasuhreidadcdcd barréessespond kycirowingeldhain ssrdidelyorausinardeksids febromnsideritilggamounts of
ditional wood on the leaning side of the tree in an attemptorganic matter under and within the frozen debris-lobe.

6 mafMi@htoB-vertical growth pc_)sition. Tree ring analysis of  pgrmafrost creep occurs in areas with steep gradients and
one drunken spruce tree growing on the surface of FDL-A

oA i o LD is visualized in surface cracks and deformed trees (Fig. 2c).
owed evidence of distinct shifts in direction rather than &, the currently available data basal sliding was not di-
continuous change in direction (Fig. 9). The tree rings in-

: : i rectly observed, but indirect evidence suggests that it occurs.
@cated that this tree formed compression wood (i.e., Iarge'brganic soils, overrun by the frozen debris-lobe, could pro-

tree rings on one side of the tree trunk) over periods ranging,ide a weak layer that allows sliding as the weight of the de-
from one to four decades. bris pushes down the slope. Bucki and Echelmeyer (2004)
identified such a sliding layer inside the Fireweed rock
4.7 Characterisation of movement processes in frozen  glacier. Other forms of sliding of the frozen debris in the
debris-lobes active layer have been observed, such as in Fig. 11.

Downslope motion of seasonally frozen soil is common on
The major types of movements observed at our studiedsteep terrain underlain by permafrost. A number of different
frozen debris-lobes include: (1) permafrost creep during win-movement types were observed in the field. During the sum-
ter and summer, (2) basal sliding, and (3) several forms ofmer of 2009, a steep portion of the terminus collapsed and
active layer movement such as mudflows, detachment slidegaused a mudflow in front of the time-lapse camera. Begin-
gelifluction and sliding of frozen soil slabs during fall and ning with the spring snowmelt, rapid movement of coarse
early winter freezing. All forms of movement are driven by debris and fine sediment occurs as mudflows from the termi-
gravity and largely oriented in the same downslope direc-nus and the sides of the frozen debris-lobe. As the summer
tion. As a result of movement, deep crevasses or cracks occyprogresses and the active layer deepens, mudflows increase
within the frozen debris-lobe. These forms of movement alsoin size. Hourly time-lapse photographs revean?d mudflows
cause trees to lean and become buried under debris at the tesa FDL-A during or immediately after rain events, with rain

www.nat-hazards-earth-syst-sci.net/12/1521/2012/ Nat. Hazards Earth Syst. Sci., 12, 1521-1537, 2012



BIOL 495/695 Syllabus and Course Reader 2016 95

1532 R. P. Daanen et al.: Rapid movement of frozen debris-lobes

water possibly contributing to the saturation of fine-grained5 Discussion
sediments and leaching of fines from coarser debris (Fig. 10).
From the images it is difficult to quantify rates of motion; While frozen debris-lobes have been identified in the south-
however, the mudflow we measured exceeded 10 m in lengtieentral Brooks Range of Alaska, they may occur elsewhere.
in a single summer. The soil flows from the top of the steepA feature of similar size and altitude which is also cov-
terminus, likely driven by pore water pressure, to the baseered with trees, some with split trunks, was described by
of the terminus where it accumulates. Pore water pressur8lumstengel and Harris (1988) in the St. Elias Range. Blum-
builds as a result of snowmelt, rainfall and/or ground ice stengel and Harris (1988) observed that the lower lobe termi-
melt. Exposed frozen ground below the flowing soil containsnus of the St. Elias feature is in the riverbed of the Slims
both massive and interstitial ice, which may contribute to theRiver. Thus, damming of rivers and subsequent flooding are
mudflow as it melts during the summer. These mudflowsadditional potential hazards associated with these features
cause erosion of frozen debris-lobes, and they add to alluwhen they terminate in a river or alluviate the river bed.
viation along small creeks that flow into the Dietrich River
and clog culverts underneath the Dalton Highway. At one5.1 Movement of frozen debris-lobes
location, 24 km south of the study area, an alluvial fan has
recently formed directly downstream of a frozen debris-lobe.Frozen debris-lobes exhibit a variety of soil motion processes
The alluvial fan is still mostly unvegetated, and may repre-in a continuum from gelifluction to permafrost creep (Hae-
sent a case of frozen debris-lobe destabilization, further indiberli et al., 2006). Large cracks in the surface of FDL-A sug-
cating the delicate balance between debris accumulation andest internal stresses due to heterogeneous movement. These
debris erosion. cracks may be the result of internal movement of the frozen
Detachment slides and retrogressive thaw slumps occugore rather than surface movement within the active layer
on steep parts of the sloping surfaces of frozen debris-lobedMatsuoka and Humlum, 2003; French, 2007). Based on the
Vegetation holds the upper weak layers together, where higineasured flow rate of frozen debris-lobes, basal sliding also
liquid water content causes the upper layer to slide. At theshould be considered as one of the processes causing mo-
upper end of the detachment slide a head wall remains that iion. If basal sliding occurs, internal stresses can be expected
sensitive to thaw slumping, because the ground ice is expose@s the centre of the feature would move more rapidly com-
to air temperatures. The overall flow of the frozen debris-pared to the longitudinal edges of the debris-lobe due to dif-
lobe causes the slope to change locally due to variations ifierences in friction. Observations of soil surface deformation
velocity. Dynamic accumulation and depletion of debris oc-and buckling of vegetation in front of the terminus may be
curs along the slope as a result of overall frozen debris-lobeevidence of sliding. Some sliding at the surface occurs dur-
movement. ing freezing when the frozen soil slides as a rigid body over
Gelifluction in the active layer occurs mostly at a higher the unfrozen soil of the active layer (Fig. 11). This shearing
elevation where solifluction lobes deliver debris to the top of may result from increased pore water pressure within the un-
the frozen debris-lobe. These solifluction lobes can be obfrozen portion of the active layer. This pressure may build
served on high resolution satellite images and at the groundluring the fall as the freezing front penetrates the surface
surface. and confines ground water flow. Should increasing temper-
Finally, during the fall and winter, we observed scour atures result in the development of a talik within a frozen
marks resulting from sliding motion that likely occurred dur- debris-lobe, sliding or deformation in the talik may become
ing seasonal freezing. Several metres of the steepest sectioffse dominant and potentially catastrophic type of movement,
of FDL-A's terminus moved by sliding during the fall, with when large parts of the frozen debris-lobe become unstable
entire frozen soil slabs overtopping the original ground sur-and slide down the slope.
face and the movement causing the formation of scour marks Permafrost creep in these features is the suggested cause
along the base of the frozen soil slabs (Fig. 11). for surface deformation. This creep is also referred to as in-
The rates of movement of other frozen debris-lobes in theterstitial ice/debris flow (Haeberli et al., 2006), indicating its
region vary. Some features appear to be stable, based atependence on the presence and amount of interstitial ground
straight trees and older shrubs growing on the surface. Otheice. If creep occurs throughout the thick layer of frozen de-
features are becoming progressively more barren, as tregwis, it results in faster movement in the upper surface of
and shrubs are toppled and buried below a thick layer of dethese features. This type of motion leads to steepening slopes
bris. Thus, our preliminary findings reveal that frozen debris-near the terminus of the feature that will increase the poten-
lobes are dynamic periglacial surface features that may extial for mudflows when the frozen debris on the steep slopes
hibit local controls as well as regional responses to changeghaws in spring.
in climate and other types of disturbance. Mudflows occur on the steepest slopes (10354f the
frozen debris-lobe surfaces and take place when the soils be-
come oversaturated (Harris et al., 2008a), mainly during rain
events in summer. Rapid warming of the soil surface can
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also cause oversaturation through melting of the pore iceThis allows for increased instability of frozen debris-lobes
Mudflows were recorded with time-lapse photography andduring the entire year, including the winter, and could result
are best characterised by flowing of saturated debris. Tree® movement rates far exceeding the rate of 1 cntdayur-
were observed to slide down the terminus slope within anrently observed. This increased erosion rate may result in the
hour. Shrubs and trees were subsequently buried as theglease of massive amounts of sediment to areas in the valley
accumulated at the foot of the terminus. The overall slopebelow the frozen debris-lobe (i.e., the Dalton Highway and
(5-10) of the surrounding ground, including the slope of the Dietrich River).
ground in front of the frozen debris-lobe, does not sustain Tree-ring observations suggest that the movement rate of
the movement of mud and debris, causing it to accumulatérozen debris-lobes is episodic, depending on long-term soil
near the toe of the terminus. A creek draining the featurethermal behaviour, debris accumulation and short-term soil
however, continues to carry the sediment to lower elevationglimate shifts. In particular inter-annual snow cover variation
towards the Dalton Highway and the Dietrich River. can play a major role in controlling those short-term varia-
Table 2 contains a summary of the postulated controls ortions due to the impact of snow cover on the ground thermal
the formation and behaviour of frozen debris-lobes, whichregime as an insulating layer.
are similar to those presented by Matsuoka et al. (2005). The rate of movement of frozen debris-lobes in the south-
Ground ice plays a key part in the motion of creeping per-ern Brooks Range has increased over the last 50yr. Even
mafrost. We postulate that ice formation due to liquid waterthough short-term records (decade), indicate a local cool-
infiltration through surface cracks may be a major driving ing trend, the long-term records (century) indicate warming.
force contributing to the dynamic nature of frozen debris- Estimated climate effects on frozen debris-lobes are, at this
lobes. Underground ice forms or degrades with fluctuationspoint, mainly based on processes that we observed over a
in available energy sinks and sources. Climate is, thereforeshort time period. Ground temperature is expected to affect
a strong factor in the stability of frozen debris-lobes and will processes such as creep, gelifluction, sliding layers, talik for-
determine their shape and occurrence. During summer, a pomation and wetness. Warmer wetter ground is less viscous
tion of this ground ice melts and, together with rain events,and greater pore pressure (enhanced by taliks) can reduce
provides lubrication for soil movement through gelifluction resistance between soil particles leading to potential sliding
(Lewkowicz and Harris, 2005; French, 2007; Harris et al., planes in the debris and deeper wetter active layers enhance

2008b) and mudflows. frost action and gelifluction. Thus, these features may serve
as an “early warning indicator” of general slope instability
5.2 Climate change effects on hill slopes underlain by permafrost. However, longer time

series and ground observations are necessary to better under-
Glacier dynamics have been directly linked to climate varia-stand the relative importance of individual processes in FDL
tion in the Brooks Range. Although very different in appear- movement and vulnerability to acceleration.
ance and material, we mention them because of their sensi-
tivity to regional changes in climate. Almost all glaciers in 5.3 Frozen debris-lobe hazard
Alaska are losing mass due to climate warming (Calkin et al.,
1998; Arendt et al., 2002, 2009; Nolan et al., 2005; BerthierFrozen debris-lobes constitute a potential hazard to the trans-
et al., 2010). The movement rates of frozen debris-lobes ar@ortation corridor running through the Dietrich River valley.
close to the movement rates reported for common glaciersarge quantities of slope debris have accumulated over mil-
in the Brooks Range (Nolan et al., 2005). Rock glacierslennia in small contributing valleys. This debris has very
in contrast generally move at rates of millimetres to metreslikely remained frozen during the last few thousand years,
per year (Humlum, 1997; Roer et al., 2008; Haeberli et al.,because the region is underlain by continuous permafrost.
2006; Krainer and He, 2006; Hausmann et al., 2007; Ikeda e¥We have found evidence that these features exhibit episodic
al., 2008). lkeda et al. (2008) suggested that climate changgovement and there is some evidence this movement is con-
causes some rock glaciers to move at faster rates. Saturatidrolled by their internal thermal state.
of fine-grained sediments was identified as causing acceler- Currently, the frozen debris-lobe closest to the Dalton
ation in rock glaciers (Roer et al., 2008a%b et al., 2007b; Highway (FDL-A) poses the largest hazard to local infras-
Ikeda et al., 2008; Riff et al., 2008). Warming summers with tructure. Even though its terminus is currently located out-
more potential for liquid water infiltration may have con- side the highway right-of-way, the frozen debris-lobe is pro-
tributed to the acceleration observed in the European Alpsducing large amounts of sediment, which has already led to
More precipitation throughout the year or an enhanced hy-+the burial of culvert inlets. At the very least, recent sedi-
drological cycle is also projected for Interior Alaska, as a re-ment alluviation associated with frozen debris-lobes is in-
sult of climate change (Huntington, 2006). We postulate thatcreasing maintenance costs for culverts along parts of the
increased precipitation and, thus, runoff over and through &alton Highway system in the Brooks Range. In a worst
frozen debris-lobe and its watershed, may promote erosiorcase scenario, rapidly moving frozen debris-lobes could be-
and the formation of a talik within the frozen debris-lobe. come a direct threat to the highway. Based on the observed
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Table 2. Controls on frozen debris-lobe(FDL) dynamics.

Controls Processes Significance
Bedrock Debris source; controls size, shape, Rock abundance controls FDL size;
and abundance of rock debris platy debris promotes internal sliding
Weathering Produces fine-grained rock material Fine-grained debris holds moisture,
(regolith) for incorporation into FDL promoting ice-rich permafrost and internal FDL
creep
Position on valley side Catchments above limits of last
glaciation are strongly weathered, Promotes nourishment of FDL and robust
with incorporation of eolian silt and FDL movement
organic soil material
Catchment geometry Shape, size, and slope of catchment
controls amount and rate of debris Affects size, shape, and flow rate of FDL
fed into FDL
Climate and climate change  Affects permafrost stability, depth of Influences growth of massive ground ice
active layer, and water influx from and interstitial ice; deeper active layer
precipitation and snowmelt runoff with warming climate promotes surface
movements; warming permafrost
promotes internal movements
Vegetation Roots stabilize FDL surfaces; Inhibits surface erosion by preventing rain
vegetation shades surfaces in impact and runoff; vegetation canopy and
summer ground cover maintain cooler surfaces and

near-surface permafrost

rate of motion of FDL-A, the timing of this potential hazard 6 Conclusions

will likely occur within the next 20 yr if the current rate is

maintained. However, the question remains whether FDL-Frozen debris-lobes are wide-spread on mountain slopes in
A's movement rate can further increase undercurrent or futhe south-central Brooks Range. These features are active
ture climatic, permafrost and hydrological conditions to the and can move at rates greater than 1 cnidayheir move-
very fast rates of comparable slope features observed in othanent is a combination of creep, sliding and flow. They con-
regions of the world (&b et al., 2005). In this case, direct sist of frozen and unfrozen fine- to coarse-grained debris, as
impacts on the Dalton Highway may be only years away.  well as organic fine and coarse woody matter.

Currently there are more than ten FDL's identified along The location of a frozen debris-lobe (FDL-A) within 70 m
the transportation corridor and hundreds in the south centrabf the Dalton Highway and close to the Trans Alaska Pipeline
Brooks Range (Hamilton and Labay, 2012). The pipeline System is a concern because of the potential amount of sed-
is in many cases further removed from the direct impact ofiment and debris that may impede travel along the Dalton
FDLs, because it is located closer to the centre of the valHighway as well as access to TAPS. If current movement
ley and often buried in this region. More detailed monitoring rates of this frozen debris-lobe are maintained, the feature
of FDL's in the Brooks Range transportation corridor would will reach and seriously disturb the only road to the Alaska
provide very useful data and information to land managersNorth Slope oil and gas fields in about 20 yr.
transportation planners and infrastructure engineers, allow- An observed acceleration of movement over the last 30 yr
ing a better assessment of existing and potential hazards tojg likely related to active layer deepening and permafrost
safe and continuous operation of the Dalton Highway, TAPSWarming as a result of changes in climate. Climate pro-
and any planned future infrastructure in this region. jections for Interior Alaska point to the increased warming,

slope destabilization and, thus, hazard potential by these fea-
tures over the coming years.

While providing us with insight into the overall charac-
teristics and movement of frozen debris-lobes, the results
of this reconnaissance-level investigation remain prelimi-
nary. Further research is necessary to better understand the
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: s D.C., 1964.
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Abstract

Satellite-derived remote-sensing products are providing a modern circumpolar perspective of Arctic
vegetation and its changes, but this new view is dependent on a long heritage of ground-based
observations in the Arctic. Several products of the Conservation of Arctic Flora and Fauna are key to
our current understanding. We review aspects of the PanArctic Flora, the Circumpolar Arctic
Vegetation Map, the Arctic Biodiversity Assessment, and the Arctic Vegetation Archive (AVA) as they
relate to efforts to describe and map the vegetation, plant biomass, and biodiversity of the Arctic at
circumpolar, regional, landscape and plot scales. Cornerstones for all these tools are ground-based
plant-species and plant-community surveys. The AVA is in progress and will store plot-based
vegetation observations in a public-accessible database for vegetation classification, modeling,
diversity studies, and other applications. We present the current status of the Alaska Arctic Vegetation
Archive (AVA-AK), as a regional example for the panarctic archive, and with a roadmap fora
coordinated international approach to survey, archive and classify Arctic vegetation. We note the need
for more consistent standards of plot-based observations, and make several recommendations to
improve the linkage between plot-based observations biodiversity studies and satellite-based
observations of Arctic vegetation.

1. Introduction causes of circumpolar vegetation change (Bunn and

Goetz 2006, Bhatt et al 2010, Elmendorf

Accurate and consistent approaches for documenting
the composition and structure of Arctic vegetation
and its relationships to the environment are essential
to ground-based and remote-sensing studies that
attempt to understand Arctic biodiversity and the

et al 2012, 2015, Meltofte et al 2013, Myers-Smith
et al 2015b). The International Biological Program
(IBP) Tundra Biome stimulated Arctic vegetation
research between 1967 and 1974 (Brown et al 1980,
Bliss 1981, Bliss et al 1981), which led to numerous
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syntheses in the 1990s (Chapin et al 1992, Oechel
et al 1997, Wielgolaski 1997). More recently the Flora
Group within the Conservation of Arctic Flora and
Fauna (CAFF) made major progress toward an inte-
grated circumpolar view of Arctic vegetation. CAFF is
the biodiversity working-group of the Arctic Council,
which is an intergovernmental forum promoting
international cooperation, coordination and interac-
tion among the eight Arctic Nations.

The Annotated PanArctic Flora (PAF) Checklist
(Elven et al 2011) was first proposed at the 1975 Inter-
national Botanical Congress in Leningrad as a means
to assess panarctic plant diversity (Murray and Yurt-
sev 1999). The PAF was completed under the leader-
ship of Reidar Elven and colleagues at the University of
Oslo, and is now a living updatable online annotated
checklist that provides a consensus of the names for all
Arctic vascular plants. A new Arctic Vegetation
Archive (AVA) initiative, described later in this paper,
relies heavily on the PAF for standardized plant names.
The Circumpolar Arctic Vegetation Map (CAVM),
which was first proposed at the 1992 International
Arctic Workshop on Classification of Arctic Vegeta-
tion in Boulder, CO (Walker et al 1994), and the map
was completed in 2003 (CAVM Team 2003, Walker
et al 2005). The CAVM provided a framework for the
Arctic Biodiversity Assessment (ABA) (Meltofte
et al 2013), which included three circumpolar vegeta-
tion-related syntheses devoted to plants (Daniéls
et al 2013), fungi (Dahlberg et al 2013), and terrestrial
ecosystems (Ims et al 2013). In sections 2, 3 and 4 of
this review, we use several products from the ABA,
along with other sources, to describe our current hier-
archical understanding of Arctic vegetation at cir-
cumpolar, regional, and land-scape levels. In section 5
we focus at the plot level. We describe an example
plot archive from Arctic Alaska, and make several
recommendations that provide the beginning of a
roadmap for more consistent international approa-
ches to surveying, archiving, and classifying Arctic
plotdata.

2. Circumpolar patterns: the north—south
influence of zonal climate and sea ice

The Arctic bioclimate zone occupies the land area
beyond the northern climatic limit of forests. The zone
has cold winters (mean January temperatures well
below freezing) and cool summers (mean July tem-
peratures below about 10 °C-12 °C). The Arctic zone
covers 7.1 x 10°km?, or about 4.8% of the land area
of the Earth. Of this, glaciers cover about 29%; the
remaining area constitutes the Arctic Tundra Biome,
which has an Arctic flora, and tundra vegetation
composed mostly of various combinations of herbac-
eous plants, small shrubs, mosses, and lichens (Walker
etal 2005).

P Letters

The Arctic Tundra Biome is essentially a long narrow
ecological transition zone between the boreal forest and
the Arctic Ocean. Eighty percent of the entire lowland
portion of the Arctic zone lies within 100 km of the cool-
ing influence of seasonally ice-covered seas with roughly
177 000 km of highly dissected coastline. This narrow
circumpolar ribbon of tundra is divided into five Arctic
bioclimate subzones (figure 1, inset map). The subzone
boundaries are based primarily on the Arctic phytogeo-
graphic zones of Boris Yurtsev (Yurtsev 1994) and are
defined according to summer temperatures and domi-
nant growth forms of plants in the zonal vegetation types.
The subzones as delineated by geobotanists are generally
closely aligned with land-surface summer-warmth index
classes (figure 1, main map) that were derived from the
Advanced Very High Resolution Radiometer satellite
data (Raynolds et al 2008a). The map also shows areas
where some adjustments in the subzone boundaries are
needed, particularly along steep coastal temperature gra-
dients, on islands, and in mountainous areas.

The growth forms and diversity of plant species
that comprise tundra plant canopies are related to the
available summer warmth along latitudinal and altitu-
dinal gradients. For example, the vertical structure of
zonal vegetation varies from very small plants (<2 cm
tall) in a single discontinuous layer in subzone A to
complex plant canopies with two to three layers in
subzone E, which can include shrubs that exceed
80 cm tall (Walker ef al 2005). Species richness in the
five Arctic subzones increases twenty-fold from north
to south, but the number of endemics increases only
about a three-fold (Daniéls et al 2013). Within Arctic
mountain ranges, floristic richness in altitudinal bio-
climatic belts is similar to the richness in latitudinal
bioclimate subzones with similar summer temper-
ature regimes, but strongly modified by the effects of
slope and duration of snow cover (Sieg et al 2006).

Subzone A is the coldest (mean July temperatures
less than 3 °C), smallest (approximately 2% of the area of
the Arctic) and most unique subzone, with tundra unlike
that elsewhere in the Arctic. The subzone lacks dwarf
shrubs, all woody plants, sedges, bog mosses (Sphag-
numy), and peat in wetlands, all of which are among the
dominant characteristics of tundra vegetation in sub-
zones further south. A new class of vegetation, the Drabo
corymbosae-Papaveretea dahliani (Daniéls et al 2016), has
been described recently to characterize the zonal vegeta-
tion of subzone A. Subzone A is also the most threatened
subzone. It is restricted to parts of the Arctic that, until
recently, were generally surrounded by summer coastal
sea ice all summer. Melting of the summer ice will result
in higher summer temperatures on the adjacent land
areas. Onlya 1 °Cto 2 °Cincrease in July mean tempera-
tures in subzone A would permit the establishment of
woody dwarf shrubs, sedges, and a large group of species
that are generally currently missing in subzone A
(Walker et al 2008).

A circumpolar map of Arctic aboveground phyto-
mass on zonal sites (figure 2(a)) is based on the strong
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Figure 1. Map of the 22 year (1982—2003) mean of the summer warmth index (SWI = sum of monthly mean temperature above
freezing) of arctic tundra, based on AVHRR land surface temperature data. Compare to inset map showing Arctic bioclimate subzones
according to the CAVM Team (2003). The AVHRR-derived temperature is the land-surface radiant temperature, which characterizes
the environment of low growing tundra plants within the surface boundary layer better than climate station temperature data, which
are measured 2 m above the ground. On a monthly basis, Arctic mid-summer land-surface temperatures are warmer than air
temperatures by about 2 °C, but vary considerably under different summer climate regimes. Adapted from Raynolds et al (2008a).

correlation between phytomass and the Normalized
Difference Vegetation Index (NDVI) (figure 2(a), inset
regression curve). The NDVI is a ‘greenness index’
derived from spectral-reflectance data. NDVI values
are calculated from a variety of optical sensors aboard
Earth-orbiting satellites, and are used for monitoring
vegetation biomass, productivity, and related proper-
ties (Tucker and Sellers 1986) (see legend of figure 2 for
how the index is calculated). In the Arctic, NDVI is
often well correlated with ground measurements of
phytomass, the leaf-area index (LAI), carbon dioxide
flux and other measures of tundra photosynthetic
activity (Stow et al 2004). The phytomass values repor-
ted in figure 2(b) were obtained from plots of zonal
vegetation along two latitudinal transects in North
America and Eurasia that cross all five Arctic biocli-
mate subzones (Raynolds et al 2012).

Temporal changes in tundra greenness are mon-
itored annually using the NDVI (Bhatt et al 2010, Epstein
et al 2014). The maximum NDVI (MaxNDVI) is an
index of the peak greenness and the peak phytomass
reached in a given summer. A general increase in
MaxNDVTI occurred from 1982 to 2013 in most of the
Arctic (figure 3) (Bhatt er al 2013). This is generally attrib-
uted to increased growth of warmth-adapted plants,

particularly deciduous shrubs (Myers-Smith et al 2015a),
but there is considerable spatial and temporal variation.
Some areas, particularly much of Arctic Russia and
southwest Alaska, show recent (1999-2011) declines in
midsummer temperatures and MaxNDVI, which sug-
gests decreased productivity is linked to documented
increased midsummer cloudiness and cooler mid-
summer temperatures (Bhatt er al 2013).

3. Regional patterns

3.1. The east-west influences of geography, geology,
and history
Much of the regional variation in Arctic productivity
(figure 2) and biodiversity (figure 4) can be attributed
to historical patterns of glaciation, changes to the
positions of the Arctic coastlines, and differences in
parent material. For example, the amount of time
since deglaciation accounts for about 34% of the
variation in circumpolar aboveground phytomass and
NDVI patterns (Raynolds and Walker 2009).

Global cooling over the past ~50 million years
(MY) led to particularly dramatic changes in the
environment of the Arctic. The cooling was linked to a

3
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Figure 2. Aboveground zonal phytomass in the Arctic. (a) Zonal phytomass map based on NDVI-phytomass regression (inset graph,
upper left). NDVI (normalized difference vegetation index) is interpreted as the photosynthetic capacity of the vegetation and is
calculated by the formula NDVI = (NIR — R)/(NIR + R), where NIR is the near-infrared band of the spectrum and R is the red
band of the spectrum. The relation was calculated using GIMMS3g AVHRR maximum NDVI 8 km data for years during which the
phytomass was collected (2003—2010). The bioclimate subzone of each location is indicated by the letter above each bar. (b) Clip-
harvest samples of zonal vegetation were made along pan-Arctic transects in North America (NAAT, blue dots) and Eurasia (EAT, red
dots) summarized for each location along the NAAT and EAT by plant functional type. Adapted from Raynolds et al (2012) for the
Arctic Biodiversity Assessment (Meltofte et al 2013) and reprinted by permission of CAFF.

drop in levels of atmospheric greenhouse gases and to
continental drift, which altered ocean currents and
patterns of global heat transport. The fossil record
indicates that over much of this period climates were
temperate, and lower-elevation terrain within the pre-
sent-day Arctic was forested (Miller et al 2010).
Between 2 and 3 MY ago, a major climatic transition
featuring growth of sea ice and cooling of the Arctic

Ocean led to forest retreat, the development of tundra
vegetation, and permafrost expansion. The past ~2
MY have seen repeated advance and retreat of ice
sheets (the Quaternary glaciations), but these have
been geographically asymmetric. Ice repeatedly spread
across large areas of Canada, Greenland, northern
Europe and northwestern Russia, whereas Beringia,
which extends from northeast Siberia to far northwest

4
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2013).

Figure 3. (a) Circumpolar changes in summer open water and the summer warmth index (SWI); and (b) the extent of spring sea ice
and maximum NDVI (MaxNDVI). Changes in summer open water were determined during May—August SW1 is the annual sum of
the mean monthly temperatures exceeding freezing. The changes of sea-ice breakup are represented by 50% sea ice concentration. The
annual maximum NDVTIis usually reached in early August. The sea ice concentration and open water data were derived from SMMR
and SSM/I passive microwave records. NDVI and land surface temperatures (SWI) information were derived from AVHRR data and
the NDVTis from the Global Inventory, Modeling and Mapping Studies (GIMMS) dataset. (Adapted from Bhatt et al 2010, updated to

Canada, experienced only local mountain glaciations.
During periods of lowered sea level, Beringia included
the large land bridge that became exposed in the area
of the present-day Bering Strait. The glaciated regions
were subject to large-scale processes of erosion and
deposition that eliminated the vegetation, though the
extent of the ice varied spatially and temporally during
the Quaternary period (Edwards et al 2000). During
glacial periods, the climate over most of Beringia was
cold and dry, which limited woody vegetation. The
fossil record indicates the vegetation was dominated
by graminoid species and forbs that have tundra and
steppe affinities today (Anderson et al 2004). Never-
theless, the heterogeneity of Beringian landscapes
almost certainly afforded local refugia for a range of
woody plants (Brubaker et al 2005). In relatively warm,
interglacial periods, such as the current Holocene (the
past ~11 000 years), the dry herbaceous vegetation
switched to mesic communities featuring a greater
dominance of shrubs (Anderson et al 2004).

The Arctic is presently divided into floristic pro-
vinces and subprovinces that reflect the geographic
history described above (Yurtsev 1994). The most
recent iteration of these divisions has five phytogeo-
graphic provinces and 21 subprovinces (figure 4,
legend upper left). There are 2218 recognized vascular
plant species in the Arctic, distributed in 430 genera
and 91 families (Elven et al 2011). Floristic diversity is
low compared to other biomes and is less than 1% of

the world flora. Thirty-six percent of the species
belong to only four families: Asteraceae (254), Poaceae
(224), Brassicaceae (133) and Cyperaceae (190)
(Daniéls et al 2013). Floristic diversity varies widely
across the phytogeographic provinces, largely a con-
sequence of the varied glacial histories. The Beringian
group of provinces has relatively high floristic diversity
(315-825 species; average 621 species), which reflects
its vast unglaciated areas, whereas the heavily glaciated
North Atlantic group has relatively low diversity
(215-649; average 449) (figure 4). Of the 106 Arctic
endemics, the Beringian provinces have 39; whereas,
European Russia-West Siberia provinces have only
three (Daniéls et al 2013).

3.2. Genetic diversity

Genetic diversity within species is essential to long-
term persistence of floristic diversity because it pro-
vides the opportunity for species to adaptively respond
to changing climate. Similar to the patterns of floristic
diversity, the highest levels of genetic diversity and
most local genetic markers are found in Beringia with
lower numbers in the North Atlantic region (Eidesen
et al 2013). While Beringia has generally been inferred
as a long-term refugium for Arctic plants (see above),
there has been intense debate about the history of the
plants in the repeatedly and heavily glaciated amphi-
Atlantic region (Brochmann et al 2003). Genetic
evidence indicates that a few species may have been
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able to survive in situ during the last glacial maximum
(Westergaard et al 2011), whereas the majority of
species colonized post-glacially (Alsos et al 2015). This
is reflected in the low number of Arctic endemic
species (figure 4), the very few species endemic to any
of the floristic provinces and the overall low levels of
genetic diversity (Eidesen et al 2013). Genetic studies
of 1200 populations of 27 northern vascular plant
species combined with distribution modeling predict
that most northern plant species will lose ranges at a
higher rate than temperate species. The predicted loss
of genetic diversity is overall less than range loss, but
varies with species traits, such as adaptation to
dispersal and growth form (Alsos et al 2012).

3.3. Productivity and diversity hotspots

No Arctic region is considered a global-scale hotspot
of biodiversity (Vane-Wright et al 1991, Myers
et al 2000, Meltofte et al 2013), but unglaciated regions,
particularly in Beringia, have relatively high floristic
diversity compared to the rest of the Arctic. Relatively
large areas (100~1000 km?) with locally high produc-
tivity and diversity also occur in association with
unique physiographic features that influence local

climate. These include the Arctic ‘oasis’ along the
70 km long Lake Hazen, near the northern limit of
land (81.8°N) on Ellesmere Island (Svoboda and
Freedman 1994), and the coastal plain of the Arctic
National Wildlife Refuge in northeastern Alaska,
where the eastern Brooks Range makes a turn toward
the Arctic coast and compresses three Arctic biocli-
mate subzones to within 50 km of the Arctic Ocean.
The concept of hotspots needs to distinguish areas
containing many endemic Arctic species with high
conservation priority from local thermal hotspots with
high biological productivity. The presence of anom-
alously tall shrubs or trees is an indicator of thermal
hot spots in the Low Arctic (Forbes et al 2010, Lantz
et al 2010, Tape et al 2012), but not necessarily hot
spots of diversity. An area of particularly lush shrub
and poplar growth in northern Alaska is the north-
flowing Chandler River in the central part of the Arctic
Foothills (Tape et al 2011). The presence of balsam
poplar (Populus balsamifera) is another good indicator
of local thermal hot spots because these trees often
form small boreal enclaves that occur on thermally
warm valleys and south-facing slopes of the Brooks
Range, often near springs associated with limestone
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bedrock areas. Summer-warmth-index maps derived
from satellite data indicate that about 40% of the bal-
sam poplar stands in northern Alaska occur in sites
with relatively high summer ground-surface tempera-
tures (Breen 2014).

Remote sensing can be a useful tool to help identify
potential hot spots of diversity and high productivity.
In the Bathurst Inlet area of northern Canada, areas of
relatively high species diversity correspond to areas
with high diversity of spectral-signatures on Landsat
images (Gould and Walker 1997, 1999). In Svalbard, a
combination of remote sensing tools, digital elevation
models, and detailed ground-based surveys were used
to verify the presence of locally rare thermophiles in
this High Arctic environment (Karlsen and Elve-
bakk 2003), and have recently been used to develop
habitat suitability and species distribution models
(Nilsen et al 2013). However, as shown in the discus-
sion of subzone A, it is the Jack of species from the
south that give the extreme High Arctic areas their spe-
cial character and conservation value.

4. Landscape-scale patterns

Major landscape-scale differences in productivity and
species diversity can be attributed to underlying
geology and topography, and resulting differences in
soil, snow and wetland distribution. Successional
patterns related to streams, lakes, fire, coastal flooding
and humans are additional landscape-level factors.
The effect of soil pH on Arctic vegetation is a
particularly important factor that has been described
in numerous studies (Edlund 1982, Elvebakk 1997,
Walker et al 1998). For example, a striking substrate
pH boundary stretches 800 km across the northern
front of the Arctic Foothills in northern Alaska
(figure 5). The boundary is thought to be caused by
different ages of loess deposits on either side of the
boundary, possibly enhanced by a regional climate
boundary that coincides with the northern front of the
Arctic Foothills (Zhang et al 1996). Differences in soil
pH across the boundary affect the composition and
structure of plant communities, and a wide variety of
ecosystem properties and processes, including soil
temperature, active-layer thickness, photosynthesis,
respiration, decomposition, and fluxes of trace gases
energy and water (Walker ef al 1998). Similar patterns
are seen in mountain ranges and other terrain with
adjacent areas of carbonate-rich and acidic bedrock
(Edlund 1982, Cooper 1986, Elvebakk 1994). Older
landscapes generally have more leached soils with
lower soil pH than younger surfaces. For example, the
area near Toolik Lake, Alaska, has been subjected to
repeated glaciations during the Pleistocene, leaving
several glaciated landscapes of different age that span
over a MY of glacial history within about 100 km north
of the Brooks Range. Each different-aged glacial
surface can be recognized by characteristic suites of
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landforms, periglacial features, soils and vegetation
that are legacies of its geomorphic history (Hamil-
ton 1986). Difference in productivity on the different-
age surfaces can be inferred from NDVI patterns and
corresponding biomass data (Walker et al 1995).

Landscape-scale maps at fine scales (approxi-
mately 1:5000 scale and finer) can display transitions
in plant communities along mesoscale hill slopes
(toposequences), riparian areas, snowbeds, and wet-
lands. Variation related to patterned-ground features
is especially common in the Arctic (Washburn 1980).
A study of non-sorted circles along the Arctic climate
gradient found that major differences in soil moisture,
soil temperature, and site stability occur within spatial
distances of a few centimeters, and that the vegetation
biomass and thickness of the plant layer on the pat-
terned-ground features affect the soil thermal, hydro-
logical, and nutrient properties (Kade et al 2005,
Walker et al 2011, Frost et al 2013). Maps of patterned-
ground landscapes ranging in size from about 4 m* to
1 haare sometimes made at very fine scales (1:500 scale
or finer) (Chernov and Matveyeva 1997, Raynolds
etal 2008b).

Animals are also a major factor affecting land-
scape-level vegetation and productivity patterns. Rich
habitats are often associated with areas of high animal
use such as the south-facing gravelly slopes of pingos
(Walker 1990), bird cliffs (Williams and Dow-
deswell 1998), and archeological sites near polynyas in
the central and High Arctic (Schledermann 1980,
McCartney and Helmer 1989, Murray 2005). Animals
can have both negative and positive effects on pro-
ductivity. Resampling vegetation within herbivore
exclosures at Barrow, Alaska, in the 1950s and 1970s
found that lemmings and other herbivores outside the
exclosures had reduced the relative cover of lichens
and graminoids while the relative cover of deciduous
shrubs increased; consequently, a wide variety of eco-
system properties, including thaw depth, soil moist-
ure, albedo, NDVI, net ecosystem CO, exchange, and
methane efflux were affected (Johnson et al 2011).
Outbreaks of insect defoliators have also been shown
to dramatically impact deciduous shrubs in low-arctic
Greenland (Post and Pedersen 2008) and at the forest-
tundra interface in Northern Fennoscandia (Jepsen
et al 2013). These pulses of defoliation lead to changed
nutrient cycling, and increased understory vegetation
and indirectly affect herbivore community composi-
tion. Abundant semi-domestic reindeer populations,
in combination with cyclic vole populations, appear to
be able to counteract the climate-driven increase in
shrub growth in some areas of the Low Arctic (Ravo-
lainen et al 2014). One of the most dramatic examples
of herbivore overabundance is the case of snow geese,
which permanently transformed and partially
destroyed large areas of salt-Marsh vegetation along
the Hudson Bay in Canada (Jefferies et al 2006).
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Figure 5. (a) Land-cover map of northern Alaska (adapted from Muller et al 1999). The map shows the distribution of major
physiognomic groups of tundra types. The red dashed line separates mainly graminoid and prostrate-shrub-dominated tundras
(orange) on in the northern part of the map from shrubbier tussock tundra (yellow) and low-shrub tundra (green) in the southern
part. Wet tundra (light blue) also occurs on flat landscapes of northern coastal plain. The black rectangle contains the Kuparuk River
region, an intensively studied Arctic watershed. (b) Landsat MSS false-color infrared mosaic of the Kuparuk River watershed (dashed
blackline). In this region, the gray area north of the red dashed line has predominantly moist nonacidic tundra (MNT). Redder areas
south of the boundary have mainly moist acidic tundra (MAT). The redder tones of MAT are due mostly to more dwarf and low
shrubs (e.g., Betula nana, Ledum palustre ssp. decumbens, and Salix pulchra). MNT vegetation has fewer shrubs, more erect dead sedge
leaves, and more exposed soil patches due to a greater abundance of non-sorted circles. (¢) Land-cover map of the Kuparuk River
Region derived from the Landsat data (Muller et al 1998). Landsat data are courtesy of the US Geological Survey Alaska Data Center.

5. Plot-level observations: a panarctic
vegetation plot archive

A conceptual diagram summarizes the four levels of
observation of circumpolar Arctic vegetation and
typical research topics described above, along with,
monitoring, integration and modeling tools that can
be applied across scales (figure 6).

Our knowledge of Arctic floristic (plant-species)
and vegetation (plant-community) response to envir-
onmental gradients at all these scales relies on rather
sparse ground-based plot data collected during expe-
ditions and at Arctic observatories since the late 1800s.

Vegetation data are usually collected from small plots
that describe the structure, composition, and site fac-
tors of the plant canopy in common vegetation habitat

types (figure 7).

5.1. Arctic vegetation plot databases

Plot based survey data are increasingly gathered and
stored in large vegetation databases (Schaminée
etal 2011). The Arctic Vegetation Archive (AVA) is an
effort to assemble historic Arctic vegetation plot data
into a single publically accessible database and to apply
it to northern issues, including a much needed
circumpolar Arctic vegetation classification (Walker
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Figure 6. Hierarchy of levels of observation of Arctic vegetation. Left-hand vertical arrows show examples of monitoring tools that are
effective across levels; right-hand bar shows corresponding examples of integration and modeling tools. Red highlighted monitoring
and integration tools indicate methods used to examine vegetation at the full range of scales.

Figure 7. A vegetation survey being conducted in a wet vegetation plot located near Isachsen, Ellef Ringnes Island, Nunuvut, Canada,
78°47'N, 103° 35'W, part of the North America Arctic Transect (blue dots on figure 3), using the Braun-Blanquet approach (Westhoff
and van der Maarel 1978). This simple survey method is used widely across the Arctic.

and Raynolds 2011, Walker 2014). Prototype data-
bases for the AVA are under development for Green-
land (AVA-GL) (Biiltmann and Daniéls 2013) and
Arctic Alaska (AVA-AK) (Walker et al 2013). The
AVA-AK is nearest to completion and currently
contains species and environmental data from
approximately 3000 vegetation plots in 24 datasets in
northern Alaska (Walker et al 2016). The archive is
accessible through the Alaska Arctic Geoecological
Atlas (figure 8), a web-based portal at the University of
Alaska. Each dataset has a ‘Catalog’ record with a

detailed description of the dataset. Downloads or links
to plot photographs, maps of plot locations, soil and
environmental data, biomass and spectral data infor-
mation and key data reports and publications are also
provided wherever available.

The raw and standardized plot data are stored in
.csv files, and a Turboveg database contains the species
data from all AVA-AK datasets with consistent plant
nomenclature and header data (a standardized set of
key environmental variables). Turboveg is the most
widely used software program specifically designed for
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Figure 8. Home page for the plot archive within the Alaska Arctic Geoecological Atlas, showinglocations of 38 currently known Arctic
tundra plot datasets. Twenty four of these (dark and light green points) are in the AVA-AK Turboveg database; 17 (dark green) have
complete catalog data records; the gray datasets are still being evaluated for inclusion. Clicking on a point or dataset name leads toa
large scale image that shows individual plot locations and a Catalog data record which explains the data and provides links to the
species data, plot photos, and other ancillary information if available.

the storage, selection, and export of vegetation plot
data (Hennekens and Schaminée 2001). Plot data
stored in Turboveg can be exported for further analy-
sis by other spreadsheet and database tools (e.g.,
Microsoft Excel and Access, Twinspan, Canoco, PC-
ORD, and JUICE). A key aspect of the AVA is a
PanArctic Species List (PASL), which standardizes
species names across datasets in the Turboveg data-
base (Raynolds et al 2013). The AVA-AK Turboveg
database follows as closely as possible the database
protocols being developed for the European Vegeta-
tion Archive (Chytry et al 2016). The data are also
being exported to the VegBank plot database, which is
used for the US National Vegetation Classification
(USNVCQ) (Peet et al 2012). The AVA-AK is registered
in the Global Index of Vegetation-plot Databases
(Dengler eral2011).

A preliminary cluster analysis of the first 16 data-
sets (1568 plots) produced a dendrogram with 17 clus-
ters with sensible ecological organization, mainly
along a complex soil-moisture/ soil-pH gradient. The
diagnostic, constant, and dominant taxa in these clus-
ters appear to show strong correspondence to

previously described Br.-Bl. classes and alliances
described elsewhere in the Arctic (Walker et al 2016).

5.2. Toward a coordinated international approach
to survey and archive plot data

Although the AVA-AK database is a significant step
toward developing a classification for Arctic Alaska and
the circumpolar region, the datasets in the archive show
considerable variability in quality. The data were
collected during a period of over 65 years using a wide
variety of survey methods. Incompatible methods
included: (1) project-specific sampling protocols that
made it difficult to compare datasets from different
locations; (2) data that were collected from plots with
obviously heterogeneous vegetation; (3) doubtful or
incomplete taxonomic determinations. Missing infor-
mation included: (4) data that were published only in
summary form for vegetation types but not for the
individual plot samples; (5) missing important ancillary
information, such as plot coordinates, photographs of
the vegetation, nature of the soils, or positions along
slope, soil moisture, or snow gradients; (6) loss of the
original data and/or critical metadata due to the death
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of the author(s); and (7) datasets that were unavailable
because they were obtained for private industry and
considered proprietary information.

Considerable progress toward a roadmap for
international vegetation surveys has been made and
summarized in a recent review (De Caceres et al 2015).
This framework is not reviewed here, but is an essen-
tial starting point for new vegetation surveys. Below,
we provide some specific suggestions for future sur-
veys in the Arctic. In most respects, these suggestions
follow the ‘analytic research phase’ of the Braun-Blan-
quet (Br.-Bl.) approach described by Westhoff and
Van der Maarel (1978) with rather minor adjustments
specific for Arctic situations. We add some additional
suggestions, such as collection of biomass and soil
data, which greatly increase the value of plot data for
remote-sensing and other applications.

5.2.1. Choice of area for a vegetation survey

The Arctic is remote and under-sampled. New surveys
should focus in areas that have good logistical support,
such as the existing network of Arctic Observatories,
where researchers can spend the time necessary to
produce high-quality datasets and where there is a
likelihood that the plots will be revisited in the future
for comparative monitoring studies. Special efforts
should also be made to identify ‘hotspots’” of produc-
tivity, diversity, and endemism that are not repre-
sented at the main Arctic observatories. Remote
sensing, local knowledge, and gaps in the existing plot
network can aid in identifying these areas. Field camps
should be considered to examine vegetation variation
in ecological situations that are not adequately repre-
sented at the Arctic observatories or in the exist-
ing AVA.

5.2.2. Local floras

It is best to conduct vegetation surveys in conjunction
with taxonomists who can devote the time necessary
to make professional herbarium voucher collections
and produce floristic surveys that include complete
vascular-plant, bryophyte, and lichen species lists from
a full suite of habitat types at each station. A
standardized method of making local floras has been
applied to approximately 500 locations in Russia
(Tolmachev 1931, Yurtsev et al 2004, Balandin 2008,
Khitun et al 2016). The Russian approach to making
local floras should be considered and modified if
necessary for other Arctic countries. The Pan-Arctic
Flora and Pan Arctic Species List will need to be
regularly updated as new floristic information is
gained. There is also a critical need for a new
generation of Arctic vegetation scientists with strong
taxonomic training to make these floristic surveys.

5.2.3. Selection of plant communities in representative
habitat types

Considerable debate surrounds the topic of plot
selection, particularly whether to select sample sites
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preferentially based on expert knowledge, often in
relation to typical habitats, as in the Br.-Bl. approach
(Mueller-Dombois and Ellenberg 1974), or to use
random approaches, including stratified random sam-
pling, which better meet statistical assumptions
required for ecological studies, but which under-
sample rare habitat types. In practice, a compromise is
often necessary to meet the realities imposed by
budgets, available time, and other logistic constraints,
while at the same time avoiding the circular reasoning
of only documenting preconceived vegetation types
(De Caceres et al 2015). An in-depth field reconnais-
sance guided by fine-scale aerial imagery of the study
area should precede the formal survey to assess the
habitat variation within the local region. Most of the
Arcticis still in a natural state, so a good approach is to
focus on the natural habitats and prioritize the
sampling according the most- to least-common habi-
tat types within a local landscape. First target the most
abundant stable zonal sites, where the vegetation is
mainly a product of long-term adaptation to the local
climate. Then sample other common plant commu-
nities that are apparent at landscape scales including
vegetation along toposequences, snow gradients,
chronosequences associated with stream terraces and
lake succession, different bedrock and soil types, and
finally in small-scale special habitats associated with
such features as rocky talus slopes and blockfields,
frost boils, perennial springs, dunes, and zoogenic
communities. Another approach that yields high-
quality data is to sample a given habitat type across a
broad regional gradient. Examples include sampling
zonal sites along climate (Matveyeva 1998) or elevation
(Sieg et al 2006) gradients. Other examples have
focused on snowbeds (de Molenaar 1976), pingos
(Walker 1990), riparian habitats (Schickhoff
et al 2002), poplar groves associated with springs and
warm habitats (Breen 2014) and anthropogenically
disturbed areas (Sumina 2012).

5.2.4. Centralized-replicate sampling approach

Within a given a representative habitat type, a
relatively small sample plot should be placed within a
larger visually homogenous area of vegetation with
relatively homogeneous plant-species composition,
canopy structure, and local environmental factors, so
as to avoid obvious transitions or boundaries between
plant communities (Mueller-Dombois and Ellen-
berg 1974). The specific sites for plots generally should
be at least partially subjectively chosen (rather than
randomly located) to avoid obvious transitions
between plant communities. This is a particularly
important consideration in Arctic patterned-ground
landscapes, where considerable habitat variation may
be unnoticed on aerial photographs and can occur
within a few centimeters. Make replicate samples
(5-10) in areas of the same habitat type. Sampling
along disturbance gradients or chronosequences can
be done in a similar way by choosing sample sites in
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plant communities that occur in multiple areas of the
landscape. This sampling approach is good for classi-
fication but may not be compatible with experimental
studies that require a purely random sampling design
for making statistical inferences. In these cases, a
statistician should be consulted to help design a
sampling approach (De Caceres et al 2015).

5.2.5. ‘Minimum-area’ plots

Ideally, the plots should be of the same size to compare
the species diversity within them, and should contain a
high percentage (90%-95%) of the total number of
species in the plant community, but also be as small as
possible so as to avoid sampling several plant commu-
nities in the same plot. Methods of determining the
minimum area are described in the literature (Westh-
off and van der Maarel 1978) but are sometimes
difficult to apply to surveys that include many vegeta-
tion types with widely divergent vertical structure, or
that are in areas of complex microtopography, such as
areas of permafrost-related patterned-ground. A
rough rule of thumb is that the plot size in m* should
roughly equal the height of the vegetation in deci-
meters (Barkman 1989). Chytry and Otypkova (2003)
recommend 16 m? for most grassland, heathland and
other herbaceous vegetation, 50 m”> or low-shrub
vegetation types and 200 m” for woodlands.

5.2.6. Permanent plot markers and photographs

The corners of the plot should be permanently marked
and labeled in a manner that will be still be visible or at
least locatable (e.g. with metal detectors) many years in
the future. Plot documentation should include high-
resolution GPS coordinates of the plot corner markers,
and photographs of the vegetation landscape and soil
with the plot number clearly visible. Visits to the plots
in winter to collect snow data will require marking the
plots with long vertical poles to aid in locating the plots
in snow-covered landscapes.

5.2.7. Description of the sample site

Include habitat type, geographic coordinates, eleva-
tion, photos, slope, aspect, soil moisture regime, snow
regime, pH, landform, parent material, geological
setting, surface geomorphology, active-layer thick-
ness, disturbance types and degree, animal sign, and
stability of the soil. A standardized data form with
codes or standard names for the various factors should
be used so that this is part of the record for the plot. A
list of required and recommended fields used for the
AVA-AK are in Walker et al (2016).

5.2.8. Cover estimates for all vascular plants, lichens, and
bryophytes

It is highly advisable to collect small samples of all
species encountered in a plot to avoid misidentifica-
tion. Expert taxonomists in various plant groups will
probably be needed, especially for the mosses, liver-
worts, lichens, grasses, sedges, and willows. Cover
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estimates can use direct percentage cover estimates or
classes, such as Br.-Bl. cover-abundance scores
(Westhoff and van der Maarel 1978).

5.2.9. Characterize the soil

At a minimum photograph the soil profile, make a
brief description, and collect soil samples from the
plant rooting zone and the top mineral horizon for
later physical and chemical analysis. Preferably, work
with a soil scientist experienced in Arctic soils.

5.2.10. Biomass and spectral data

Biomass data and ground-based spectral data are
necessary for linking remote-sensing spectral informa-
tion to actual plant production. The methods for
harvesting, sorting, and categorizing biomass samples
can strongly impact the reported biomass values and
need to be standardized to make the data comparable
between datasets. This was attempted during the IBP in
the late 1960s and 1970s (Wielgolaski et al 1981) with
some success, but the methods need to be revisited and
amanual developed that incorporates new knowledge
and Dbetter serves the remote-sensing community.
Standardized procedures are also required for collect-
ing LAI and spectral-radiometric data for use in
calculating vegetation indices, such as the NDVI. The
use of spectral data in phytosociological studies is
relatively new and sampling should be developed with
the advice ofaremote-sensing specialist.

5.2.11. Other data

Every attempt should be made to make the data as
widely useful as possible. Vegetation scientists should
return to their plots in other seasons, other years, and
with experts in a variety of disciplines, for example,
soils, remote sensing, snow ecology, and animal
ecology, to help interpret the causes of the spatial and
temporal patterns. The information is also essential to
interpret changes to such things as active layer depths
and trace-gas fluxes. However, care must be taken to
protect the plots and surrounding vegetation from
trampling during the revisits because these sites are
extremely valuable and should be protected.

5.2.12. Publication of plot data

In the past, many journals would only publish synoptic
or summary tables for vegetation types because of
limited space, but recent wide acceptance of supple-
mental data files for on-line publications now make
publishing the complete plot data a standard practice.
We also highly recommend formal data reports for
each survey that provide full methods, photographs,
and all the ancillary data collected from the plots.

5.3. Toward an Arctic-wide vegetation classification
In polar regions of Canada, Greenland, Iceland,
Svalbard, Russia, and the United States, the Br.-Bl.
approach (Braun-Blanquet 1932, Westhoff and van
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der Maarel 1978, Dengler et al 2008) has historically
been the most commonly used vegetation-survey
method. This has resulted in compatible preliminary
structured syntaxonomical and nomenclature surveys
that can serve as a foundation for future sampling and
a coherent consistent classification system across the
Arctic (Billtmann and Daniéls 2013, Daniéls and
Thannheiser 2013, Nilsen and Thannheiser 2013). Of
16 datasets in a preliminary analysis of the AVA-AK,
thirteen followed the Br.-Bl. approach for sampling
and five of these followed the International Code of
Phytosociological Nomenclature (ICPN) for naming
plant communities (Walker ef al 2016).

The Br.-Bl. approach is primarily a floristic-based
approach at all levels of its hierarchical framework,
which consists of four primary vertical levels of organiza-
tion (class, order, alliance, and association). At the lowest
level, an association is a floristically defined plant-com-
munity type with a set of diagnostic species. The methods
of naming new units is strictly defined by the ICPN
(Weber et al 2000), and acceptance of new units requires
formal publication according to the code. The approach
is described in several textbooks although none incorpo-
rates the latest computer-based approaches for using the
method. Arctic countries outside of North America will
likely continue to use the Br.-Bl. approach for vegetation
surveys and classification in the near future.

In North America, a relatively new EcoVeg vegeta-
tion classification approach has developed in the last
40+ years (Jennings et al 2009, Faber-Langendoen
et al 2014). The method is an eight-level physiog-
nomic-floristic-ecological ~ classification approach
(Class, Subclass, Formation, Division, Macrogroup,
Grpoup, Alliance, and Association). The highest level
in the EcoVegapproach is the formation class, which is
a broad combination of dominant plant growth forms
adapted to certain environmental conditions. The
methods of field surveys, classification, and naming
communities are described in several publications
(FGDC Vegetation Subcommittee 2008, Jennings
et al 2009, Faber-Langendoen et al 2014). The
approach was adopted by North American land-
management agencies as the vegetation standard for
the US National Vegetation Classification (USNVC)
(Faber-Langendoen et al 2014) and the Canadian
National Classification (CNVC) (MacKenzie and
Klassen 2004). It will likely continue to gain favor in
North and South America.

We do not advocate one approach over the other
because each approach has its advantages and will
likely be continued where it is now practiced. How-
ever, one major advantage of the Br.-Bl. method for
Arctic vegetation classification is that it has been
applied in most regions of the Arctic and new data and
analyses can build on the existing data and typologies.
There is currently a lack of such an Arctic tradition
with the EcoVeg approach. We recommend that
future Arctic vegetation surveys adopt sampling meth-
ods that are compatible with the Br.-Bl. approach.

P Letters

These survey methods are generally compatible with
the USNVC methods, and the data should be useable
in classifications using either approach. With the
advent of massive vegetation databases in the Arctic,
both systems could be used to develop independent
classifications from the same database, and evaluated
regarding the efficacy of each.

6. Conclusion

Satellite-based remote-sensing data provide the means
to characterize and monitor changes to Arctic tundra
vegetation at circumpolar, regional, and landscape
scales, but we will continue to need information
collected from vegetation plots at the ground level to
make sense of the spatial and temporal patterns
observed from space. Although vegetation plot data
are expensive to obtain, particularly in remote areas,
the data and resulting classifications provide a set of
operational units that are useful for description,
understanding and management of vegetation and
vegetation change at all scales in a rapidly changing
Arctic. Moving forward with future vegetation surveys
and analyses in the Arctic should build on the
information collected by previous vegetation scien-
tists, but also learn from the these previous surveys to
create datasets that can be used for a wide variety of
applications. For now we recommend continued
collection of plot data following the Br.-Bl. protocols,
mainly because the method has been used in most
areas of the Arctic. We also recommend a series of
international workshops to standardize plot-based
observations and to begin a more focused effort to
develop a truly circumpolar characterization and
classification of Arctic vegetation.
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ABSTRACT

The main structuring element of a terrestrial biome lies in its vegetation. Hierarchical
patterns, from the level of the plant community to the global biome, are at their core a
reflection of the evolutionary response of plants to their environment. These processes
provide the framework for our chapter on ecology and evolution of plants in arctic and
alpine environments. Arctic and alpine plants grow above latitudinal and altitudinal
treelines around the world. Short-statured shrubs, herbaceous plants, lichens, and mosses
comprise the low vegetation of these regions that is collectively referred to as tundra.
Arctic and alpine tundras are viewed as growing in uniformly and predictably harsh
environments with low temperatures, even during the growing season. The harshness
attributed to the tundra, however, vastly oversimplifies the limitations plants face in these
environments. The Arctic is not spatially uniform at any scale; neither is the Alpine. The
arctic flora in particular, with a history that exceeds two million years, developed through
multiple glacial periods. There is ample evidence of major climatic changes over
millennia through which tundra vegetation has persisted despite the perceived harshness.
Components of the arctic flora may be ancient, but the modern flora is an amalgam of
Tertiary, Quaternary, and Holocene contributions. Herein, we focus on recent insights
into the ecology and evolution of arctic and alpine plants gained from molecular ecology,
modeling, and remote-sensing studies. We review the history and evolution of arctic and
alpine floras and discuss the current status of arctic and alpine plant biodiversity. We then
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discuss the potential for arctic and alpine plants to adapt to a changing climate. We
conclude with an overview of plant cross-kingdom interactions, with a focus on the plant-
ectomycorrhizal fungi symbiosis in arctic and alpine environments.

INTRODUCTION

Arctic and alpine plants grow above latitudinal and altitudinal treelines around the world
(Figure 1). Treeline is the limit of forest; beyond it conditions limit the growth, survival, and
reproduction of trees. Short-stemmed shrubs, herbaceous plants, lichens, and mosses
comprise the low vegetation of these regions. The vegetation of this treeless landscape is
collectively referred to as tundra. Compact life forms are common, such as plants with dense
basal rosettes or forming cushions, which protect vulnerable growing tissues from drying
winds in summer and from blowing snow in winter.

Arctic and alpine tundras are viewed by some as uniformly and predictably harsh
environments. Growth and productivity are constrained by the physical environment: timing
of snowmelt, topography, moisture availability, exposure, and aspect. The vegetation is
formed by species sufficiently tolerant of cold summer temperatures at any given location to
survive freezing temperatures during the growing season, although frost-hardiness and frost-
avoidance are not unique to arctic and alpine plants. The harshness attributed to the tundra,
however, vastly oversimplifies the limitations plants face in these environments. To
characterize tundra as harsh clearly represents our temperate zone bias (Murray, 1987). This
bias makes it difficult to not view tundra plants as perilously close to the limits of life—which
is simply not so. As Raup (1969) wrote:

“...what we need is a first class Eskimo(sic) botanist—one who thinks of the tundra
as a home, and a very good place to live. I think he would see the plants as they are,
members of an ancient flora remarkably well adjusted to the habitat.”

The Arctic is not spatially uniform at any scale; neither is the Alpine. Arctic and alpine
environments are climatically variable from day to day, month to month, and year to year, yet
they are predictable within limits. The Arctic flora in particular, with a history that exceeds
two million years, developed through multiple glacial periods with contrasting demands
imposed by the changing biological and physical environments over millennia through which
tundra vegetation persisted, although the floristic composition of tundra varied over time—
despite the perceived harshness.

Physiognomic similarities among the tundra regions can lead us to equate arctic and
alpine environments. Dissimilarity among tundra types exists, however, notably in geographic
distribution. Arctic tundra is beyond the latitudinal limit of trees in the northern hemisphere
and comprises nearly 5% of the terrestrial surface of the Earth, or over 7 million km? (Walker
et al., 2005). Approximately 5 million km? of the Arctic is covered by vegetation, and the
remainder is covered by ice. In contrast, the Alpine is beyond the altitudinal limit of trees and
comprises 3% of the terrestrial surface of the earth (Kdrner, 2003). Approximately 4 million
km” of alpine tundra is scattered globally, with 82% occurring in the northern hemisphere.
Plant species that occur in both the Arctic and Alpine, are designated as arctic-alpine taxa.

118
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Our discussion here of alpine tundra is limited to the northern hemisphere as this is where
most high altitude tundra occurs and where it is the most similar to the Arctic.
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Figure 1. Global geographic distribution of arctic (top) and mountainous (bottom) regions. Alpine
regions are fragmented and confined to above-treeline elevations within the mountainous regions, and
thus difficult to depict at the global scale. The top panel is adapted from CAVM Team (2003), and the
bottom panel is adapted from Korner et al. (2011).

Climate

The critical climatic attribute shared by arctic and alpine environments is low
temperatures during the growing season. The arctic photoperiod is continuous during the
growing season north of the Arctic Circle (latitude 66° 33’ 44” N). However, during the
continuous daylight of an arctic summer, the sun’s angle remains low and the solar radiation
is less intense than at lower latitudes. Mean July air temperature in the High Arctic is <6° C
and can reach 10-12° C at its southern limit in the Low Arctic (Walker et al., 2005). There is a
four-fold difference in length of the growing season across this gradient ranging from a few
weeks to over three months.

A comparison of mean air temperature of the warmest month across alpine sites in the
northern hemisphere shows a range from 5° C in the Austrian Central Alps to 8.5° C in the
Rocky Mountains at Niwot Ridge in Colorado (Korner, 2003).
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Plant Adaptations

The most profound limitation of the short growing season is its effect on plant
reproduction. We discuss plant reproductive adaptations here and then specifically address the
process of adaptation through natural selection in the Adaptation and the Response of Arctic
and Alpine Plants to Climate Change section of this chapter. Plants must progress through
anthesis, pollination, and seed set during a relatively short span of summer warmth. It is no
surprise, therefore, that annuals are rare; the best example of an arctic annual being the arctic-
alpine/bi-polar Koenigia islandica (Polygonaceae) (Jonsdottir, 2011). The primary means to
avoid this limitation is through vegetative reproduction; that is, by rhizomes (e.g.,
graminoids), runners (e.g., Potentilla anserine [Rosaceae], Saxifraga flagellaris, Saxifraga
platysepala [Saxifragaceae]), bulbils (e.g., Bistorta vivipara [Polygonaceae], Saxifraga
cernua, Saxifraga foliolosa, viviparous grasses in Festuca and Poa [Poaceae]), or by
producing seeds apomictically (e.g., Potentilla spp.).

The majority of arctic and alpine plants can reproduce sexually, despite the prevalence of
vegetative reproduction (cf. Murray, 1987), or if apomicts, may nevertheless require
pollination. Self-incompatibility is rare and autogamy provides more assured seed set, but this
can lead to genetic homogeneity and inbreeding depression. Mixed mating overcomes the
many limitations imposed by arctic and alpine environments. Polyploidy buffers plants
against the effects of inbreeding and genetic drift (Brochmann et al., 2004). An adaptation
that is totally unexpected is heliotropism, the remarkable tracking of the sun by plants such as
Dryas (Rosaceae) and Papaver (Papaveraceae). This occurs in conjunction with parabolic
corollas (Kevin, 1972a, 1975; Wada, 1998) such that reflection of solar radiation from the
inner surface of the corollas is focused on the reproductive structures thus warming them
above ambient temperature and hastening development, as well as providing basking sites for
insects (Hocking & Sharplin, 1965).

Advantages accrue to plants capable of producing pre-formed flower buds that
overwinter surrounded by scales and leaves. These buds are developmentally advanced, in
some cases up to and including meiosis, thus important steps of morphogenesis have already
been completed when flowers open the following spring. Serensen (1941) provided an
excellent discussion in which he documented the wintering floral stages with photographs of
meticulous dissections and cleared tissue.

Plants that are self-compatible and autogamous are more assured of seed set, although
with some genetic cost through reduced recombination that accompanies inbreeding. Most
outcrossers are self-compatible and through mixed-mating gain reproductive advantages. The
outcrossing species are primarily wind- and insect-pollinated. Some are self-incompatible
obligate outcrossers that require the mediation of insects (Kevin, 1972b). These plants offer
both attraction and reward to potential pollinators. Attraction lies in flower shape and color,
but “colors” not entirely within the spectra visible to humans. Among the white- and yellow-
flowered taxa, so numerous in the flora, are ones with spectacular color elaborations in the
ultra violet range, invisible to us but sensible to insects (Kevin, 1972c¢). Floral reward is
typically in the form of pollen and nectar.

The relationship between plant and pollinator, attraction and reward, is so well
established, co-evolved, that the loss of pollinators can limit the range of plants. Savile (1959)
noted that the northern limit of Fabaceae in the islands of the eastern Canadian Arctic
correlates well with the disappearance of the bumblebee. To someone accustomed to Low and
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Middle Arctic floras (sensu Polunin, 1951), when on the ground, the absence of legumes in
the High Arctic is noticed.

Vegetation Patterns

The response to summer temperatures is so consistent that the Arctic has been divided
into five bioclimate subzones based largely on characteristic vegetation (CAVM Team,
2003). The bioclimate subzones are separated by approximately 2°C in mean July
temperature. Similar changes in temperatures occur with elevation in alpine areas in the
Arctic, with elevation belts corresponding to the Arctic bioclimate subzones separated by
approximately 333-m based on the adiabatic lapse rate of -6° C/1000 m (CAVM Team, 2003),
although these subzones have been shown to shift upwards in Greenland due to a more
continental climate with earlier snowmelt (Sieg & Daniéls, 2005).

In the Alpine, generally three biogeographical zones or alpine belts are recognized
(Wielgolaski, 1997). The lower belt, with no trees and often with tall shrubs, is called the
Low Alpine. The next belt, without shrub thickets and with a dominance of graminoids, is the
Mid Alpine, although sometimes it is divided into two belts with the upper belt being referred
to as Subnival. The belt of limited vegetation beyond the Mid Alpine that occurs on the
highest peaks may be called either the High Alpine or Nival Belt. For a comparison of the
biogeographical zones and belts of the Arctic and Alpine that pre-dates the Circumpolar
Arctic Vegetation Map (CAVM Team, 2003) see Figure 1.1 in Wielgolaski (1997).

Each bioclimate subzone in the Arctic has characteristic plant growth forms. Bioclimate
subzone A is the coldest part of the Arctic and includes mountain elevations closest to
permanent snow cover. Most of the ground surface is barren, with only sparse vascular plant
cover. What little vegetation is present grows mostly in soil cracks related to patterned ground
or in sheltered areas provided by topography, where plants are protected from the wind and
have a warmer microclimate. Nonvascular plants and biological soil crusts—consisting of a
mixture of fungi, algae, and crustose lichens—are dominant, with a few scattered herbs
(Vonlanthen et al., 2008). In bioclimate subzone B, there are a few more species of vascular
plants and greater plant cover. Bare ground and biological soil crusts are still common,
especially on ridges, dry hill slopes, and on the tops of hummocks. In bioclimate subzone C,
the vegetation is still patchy, but covers most of the ground in flat, moist areas. Shrubs start to
become an important component of the vegetation in sheltered sites. Bioclimate subzone D is
mostly vegetated, with a mix of sedges, erect dwarf shrubs, forbs, lichens, and a thick layer of
mosses (Kade et al., 2005). Bioclimate subzone E is adjacent to treeline and has the tallest
shrubs and the most continuous vegetation cover.

Variation in plant communities at the sub-meter scale also occurs in relationship to
patterned ground in most arctic and alpine areas (cf. Murray, 1997). Soil-frost processes
create a range of patterned-ground features from 10- to 30-m diameter polygons with centers,
rims, and troughs, to 1- to 5-m diameter frost circles and hummocks (Raynolds et al., 2008).
Microhabitats associated with small differences in elevation above the water table, or
differences in frost activity, are populated by different species. For example, in tussock
tundra, shrubs grow on the warmer, well-drained areas, while mosses grow in the cooler,
moister depressions.
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Winter conditions affect plants mainly through snow and wind. Plants beneath the snow
cover are protected from extreme temperatures, desiccation, abrasion, and herbivory, but can
experience shorter growing seasons (Walker et al,, 2001a). Taller vegetation is sometimes
found in areas protected by moderately deep snow cover, but in deeper accumulations,
snowbed plant productivity is strongly limited by the short snow-free period. Some evergreen
species have developed the ability to photosynthesize beneath thin snow cover, giving them a
head start in spring (Starr & Oberbauer, 2003). Plant communities specifically adapted to
very short growing seasons are found in these snowbeds (Billings & Mooney, 1968).

Soil pH has a strong effect on arctic and alpine vegetation. Non-acidic areas in Arctic
Subzones D and E are characterized by deeper thaw, non-tussock forming sedges and forbs,
and frost circles with bare ground in their geomorphically active centers (Walker et al., 1998).
In contrast, acidic areas have a deep moss layer, commonly including Sphagnum species
(Sphagnaceae), which insulates the soil from summer warming. Plants growing in these
moist, acidic soils include tussock sedges and ericaceous shrubs. This tussock tundra is found
on old soils throughout Beringia, the vast region spanning from northeast Russia east across
the Bering Land Bridge to northwest North America, that remained ice-free during
Quaternary glaciations (see below). The effects of soil chemistry are especially obvious in
areas of thin soil that are common in the Alpine, where plants are growing close to the source
bedrock. Limestone bedrock weathers quickly and does not form soil as well as acidic
bedrock, resulting in dry, calcium-rich soils, supporting vegetation that is often sparse, but
forb-rich (Walker et al., 2001b).

Since the 1960s, many reviews on the topic of the ecology and evolution of plants of
arctic and alpine environments have been published. In this chapter we provide a list of
recommended readings by topic (Table 1) and summarize the insights gained from molecular
ecology, modeling, and remote-sensing studies. We first provide an overview of the history
and evolution of arctic and alpine floras and then discuss the biodiversity of arctic and alpine
plants and their potential for adaptation to climate change. We conclude with an overview of
plant cross-kingdom interactions, with a focus on the plant-ectomycorrhizal fungi symbiosis
in arctic and alpine environments.

Table 1. Prominent reviews recommended by the authors on the topic of
the ecology and evolution of arctic and alpine plants

Regional focus Topic focus Reference

Arctic Adaptation Savile (1972)

Arctic Ecology Chernov (1985)

Arctic and alpine Biodiversity Chapin & Korner (1995)
Arctic Vegetation ecology Bliss (2000)

Arctic Phytogeography Abbott & Brochmann (2003)
Alpine Ecology Korner (2003)

Arctic and alpine Evolution Abbott (2008)

Alpine Vegetation ecology Ellenberg (2009)

Arctic Fungal ecology Timling & Taylor (2012)
Arctic Ecology & evolution Brochmann et al. (2013)
Arctic Biodiversity Meltofte (2013)
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HISTORY OF ARCTIC AND ALPINE FLORAS

There is a distinct arctic flora, one restricted to regions north of the latitudinal treeline,
consisting of taxa that do not have ranges south of the Arctic, but including taxa with minor
excursions into the northern boreal alpine zone. There are notable disjunctions south from the
Arctic, as in North America, into the southern Rocky Mountains, and these comprise the
arctic-alpine flora. There is also a distinct alpine flora that does not reach the Arctic, but is
restricted to the southern Rocky Mountains and mountain ranges such as the Alps,
Carpathians, Altai, and Caucasus.

The classic late 19" century model proposed a once widespread Tertiary arctic flora
driven by advancing Pleistocene ice sheets south into high mountains, leaving nothing in their
wake, the tabula rasa (clean slate) hypothesis (Nathorst, 1892). These southern migrants
remained in the mountains and ascended to their summits when the post-glacial climate
ameliorated and plants from south of the maximum extent of glaciation could migrate
northward to repopulate the Arctic. Thus, the alpine flora was, by this reckoning, a
Quaternary derivative of an early Tertiary arctic flora (cf. Darwin, 1859).

Weber (1965, 2003) has sought an explanation for the disjunctions of alpine plants in the
Altai of south-central Siberia and in the southern Rocky Mountains of western North
America. He presented abundant examples of taxa shared by both mountain systems and
absent from the area between. To reconcile the huge geographic separation today, he
envisioned (as did Darwin) a once more-or-less continuous blanket of these taxa at some time
during late Tertiary and the subsequent destruction of these plants in the intervening area
during the Quaternary. His proposal is logical and derives from inferences from long and
detailed studies of floras; however, it must be said that this explanation is without empirical
evidence.

Tolmachev (1960) proposed that the arctic flora had been derived from the alpine floras
from the mountain ranges of Eurasia and North America. Although Hultén (1958) had earlier
supposed a circumpolar arctic tundra at the onset of Quaternary glaciations, he accepted
Tolmachev’s hypothesis and put forward his own argument in favor of this account of history.
He was aware of a common floristic core in mountain ranges surrounding the Arctic (W. A.
Weber, pers. comm.). Which flora is the antecedent, arctic or alpine, is a question that
remains unanswered.

Late Tertiary floras as reconstructed from plant remains at Lava Creek on the Seward
Peninsula in Alaska USA (Hopkins et al., 1971) and at Kap Kepenhavn, 82° N latitude in
Greenland (Bennike & Bacher, 1990) do not provide evidence for a continuous late Tertiary
arctic tundra. However, from that flora of Tertiary forests and forest-tundra, plants of bogs
and similar cold sites, pre-adapted to conditions that would become widespread in the
Quaternary, survived the shift from forest to tundra. Plants of pond margins and waterways
faced little change in habitat as the cooling progressed. We can presume these plants persisted
wherever riparian habitats remained extant (cf. Johnson & Packer, 1965). Macrofossils from
the Tertiary Beaufort Formation of arctic Canada (Matthews & Ovenden, 1990) generally
support this view. The occurrence of Saxifraga oppositifolia and Dryas integrifolia (Figure 2)
in Canada and Greenland raise an important question: does the presence of quintessential
tundra plants in today’s world signify tundra in Late Tertiary?
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Formation of the circumpolar arctic tundra we see today progressed throughout the nearly
2.5 to 3 million years of the Late Tertiary (Pliocene) and Quaternary. Arctic tundra reached
its geographic extent, floristic richness, and current zonation (see Daniéls et al., 2013 for
details) in post-glacial time. Those arctic areas wholly covered by ice sheets during the last
glacial maximum, of course, were colonized as recently as 6,000 to 10,000 years ago.
Components of the arctic flora may be ancient, but the modern flora is an amalgam of
Tertiary, Quaternary, and Holocene contributions. As the vast continental ice sheets withdrew
and eventually disappeared, plants moved onto the deglaciated terrain, a great many of them
from south of the former ice margin, but patterns of plant distribution suggest also other
sources, ones from within the area thought to be tabula rasa.

Fernald (1925) and Hultén (1937) drew our attention to areas of persistence, where plants
adapted to harsh conditions avoided Quaternary glaciations in ice-free periglacial refugia
when most of northern Eurasian and North America were otherwise ice covered. This meant
tabula rasa but with special cases of plant survival. From centers of persistence, plants
emerged and became geographically and ecologically sorted according to their dispersing
ability and thresholds of tolerance to various abiotic and biotic limiting factors. Some plants
moved faster and farther than others and established a circumpolar existence; some developed
southern extensions along the Cordillera and formed the arctic-alpine flora. Others have
continued to occupy restricted areas despite the millennia since their release from glacial
conditions.

Whereas the boundaries of the huge Beringian refugium, as proposed by Hultén (1937),
are now well documented by both geological and biological data, the extent and even the
existence of smaller arctic and alpine refugia are still debated. Beringia is vast, but nunataks,
used here in its broad sense as any non-glaciated area surrounded by glacier ice, are smaller in
area, and discrete. Periglacial refugia have been used to explain numerous disjunct
distributions, especially in alpine systems. Even so, questions remain: where did nunataks
occur, when were they ice-free, when and how did the plants arrive at these locations, how
did they survive there, and are they necessary to explain floristic novelties?

With the advent of molecular analysis of the genome in both plants and animals, and the
rise of the field of phylogeography (Avise, 1994) there came an additional line of evidence by
which to identify refugia, centers of phylogenetic and geographic origin, routes of migration,
and instances of long distance dispersal from known sources.

More recently, information on plant cover has been gleaned from the bulk DNA extracted
from frozen soil cores gathered at several sites in the Arctic: Russia, United States (Alaska),
and Canada. Techniques have been developed that provide, for the most part, greater
resolving power (i.e., the ability to identify more taxa to species, than could be achieved
through palynology alone). Importantly, these cores have been taken from exposures that date
back to the last glacial maximum (cf. Willerslev et al., 2014).

Prior to molecular genetics, the thinking was that plants isolated for long periods of time
in nunatak refugia would exist where, due to isolation, an influx of new genotypes was nil.
Random fixation of genes by genetic drift and removal of less fit gene combinations through
intense stabilizing selection acting upon these small populations would, theory predicts, result
in a gene pool of low diversity but consisting of genotypes admirably adapted to the narrow
constraints of a harsh, full glacial nunatak existence. This presumably left the survivors
poorly equipped for post-glacial dispersal—except, perhaps, for the polyploid taxa.
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Figure 2. A) Dryas integrifolia and B) Saxifraga oppositifolia were both a component of the Late
Tertiary arctic flora as reconstructed from plant remains at Lava Creek on the Seward Peninsula in
Alaska (Hopkins et al., 1971) and at Kap Kepenhavn in Greenland (Bennike & Bacher, 1990) (photo
credits: Martha Raynolds).

A tenet of phylogeography is that plant genomes undergo steady mutation in the neutral,
or non-coding, regions of the genome. The longer populations are isolated, the longer the time
for the fixation of unique gene combinations and rare alleles; hence, genetic identities form as
long as interbreeding with other populations does not occur, as that would swamp any unique
haplotypes. In phylogeography, the expectation is for greater genetic diversity as the signal of
refugia persistence.

Disjunct occurrences in mountains were taken by some to be prima facie refugial
survivors; the bicentric distribution pattern in the Scandinavian mountains is an example
(Dahl, 1955). Although a thorough reconsideration by Brochmann et al. (2003) concluded
that refugia were not necessary to account for both the disjunctions and endemics, a more
recent study (Westergaard et al., 2011) has found examples explained by nunatak survival.
Thus, these publications are a perfect illustration of the wisdom of Berg (1963):
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“...most ... biogeographers explain the arctic-alpine disjunction in terms of glacial
survival...It is my opinion that no single explanation can account for all the arctic-alpine
disjunctions...a great deal of argumentation has resulted from a futile search for one
universal cause.”

The aggregate of disjunct occurrences of Rocky Mountain plants in eastern North
America are what first led Fernald to propose his persistence theory (Fernald, 1925). What
made some of his examples controversial was the absence of geological evidence for ice-free
areas. Ives (1974), in his splendid review of biological refugia and the nunatak hypothesis,
chastised those making claims for periglacial refugia without supporting evidence for full
glacial, ice-free conditions, even in the face of strong geological evidence against such
claims.

A counter-argument to refugial survival was that disjuncts were ecological specialists that
arrived at their current position in post-glacial time. Why they remain today as small isolated
populations was thought to be the result of drastically reduced ecotypes, the conservative
species of Fernald (Fernald, 1925), the rigid species of Hultén (Hultén, 1937), and thus a
genetically determined inability to disperse and compete elsewhere. An excellent review of
Fernald and Hultén and the debate over refugial existence or post-glacial arrival is provided in
Raup (1941, pt. 1).

Long distance dispersal has always been offered as a mechanism to explain disjunct
species, but one which we are unlikely to confirm by direct evidence. Savile (1956, 1972), a
great field biologist, believed in the efficacy of winter transport by strong winds over a
landscape of ice and snow. However, for some geographic problems, greater distances must
be traversed. Plant propagules are believed to have been carried across the Atlantic Ocean by
migratory waterbirds such as those moving from western Europe to northeastern North
America, contributing to the Amphiatlantic flora. The discussion has long gone back and
forth, with reasons supporting both why long distance dispersal is probable and why it is not
(Dahl, 1963; Love, 1963).

Abbott & Brochmann (2003) have provided an excellent review of the molecular
evidence for transatlantic dispersal. Since then, more examples have appeared: Carex
bigelowii (Cyperaceae; Schonswetter et al., 2008) and Saxifraga rivularis (Westergaard et al.,
2010). Moreover, in a remarkable study Alsos et al. (2007) demonstrated how Svalbard could
be supplied with plants from elsewhere in post-glacial time, even from distant sources,
without involving refugial populations—a suggestion that would have been in conflict with
glacial geologists who have said that periglacial refugia did not exist there.

Mountains high enough to support alpine vegetation today were for the most part ice-
covered during glacial maxima, certainly during the last glacial maximum, but alpine plants
could have persisted in peripheral nunataks at the margins of an ice shield as Schonswetter et
al. (2004) postulated for Ranunculus glacialis (Ranunculaceae) in the Alps. In the case of
Eritrichium (Boraginaceae; Stehlik et al., 2002) at high elevations in the Alps, snow and ice
would make refugia problematic. Similarly, Marr et al. (2008), having examined the genetics
of Oxyria digyna (Polygonaceae) over much of the North America Cordillera and elsewhere,
reported genetic diversity among disjunct occurrences that they interpreted as the
consequence of periglacial refugia, albeit where geological evidence for ice thickness would
appear to rule out ice-free areas. The implication is that genetic evidence trumps geological
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projections, yet the genetic diversity could be the result of post-glacial secondary contact and
the rare alleles, at least in small populations, by fixed random processes.

How did the arctic species disperse southward down the Rocky Mounting chain, getting
as far south as Montana, where there are about 100 arctic taxa found in the alpine zone (P.
Lesica, pers. comm.)? There are even some arctic-alpine plants on the summits of the San
Francisco Peaks of Arizona (Deaver Herbarium; www.nau.edu/deaver). We assume this is
due to migrations southward from the Arctic, but it remains unclear when this would have
occurred. During the glacial maxima, ice cover was nearly complete and thus, we presume, a
barrier to dispersal. Prior to the final glacial advances and/or as glaciers receded in early post-
glacial time, there would have been both the arctic environment and open corridors through
which plants could have dispersed southward from Beringia (and some southern alpine plants
northward). Thus a post-glacial process cannot be ruled out; in fact it seems likely. Despite
numerous studies and discussions on the history and evolution of arctic and alpine floras for
more than a century, there is still much to be learned.

BIODIVERSITY OF ARCTIC AND ALPINE PLANTS

Species richness of arctic and alpine plants tends to decline with increasing latitude and
elevation. Low temperatures and a short growing season are environmental filters that are
hypothesized to exclude species from increasingly more severe climates (Chapin & Kdorner
1995; Walker, 1995). There is no consensus, however, on a single explanation for the decline
in biodiversity. Hypotheses fall into two groups, those based on ecological mechanisms of
species co-occurrence and those based on evolutionary mechanisms governing rates of
diversification and Earth history (Payer et al., 2013). These hypotheses are not necessarily
mutually exclusive, as observed patterns may be due to interactions between both abiotic and
biotic factors.

On a more regional scale, species richness of arctic and alpine plants is best explained by
the ancestral stock of species, long-distance migration following deglaciation, evolution of
new taxa, and proximity to a rich species pool as within and near Beringia (Chapin & Korner,
1995; Murray, 1995). Migration is essential for the assemblage of arctic and alpine floras,
especially following glacial periods and associated extinctions. In the Arctic, the flora tends
to intergrade continuously from a few centers of persistence. In contrast, alpine floras are
more discrete due to their restricted habitat and geographic isolation, thereby leading to
higher levels of endemism. Thus, mountain ranges in different regions tend to have disparate
assemblages of alpine dominants, while the dominant plant species across the Arctic tend to
have a circumpolar distribution.

Whereas it is often remarked that the flora of arctic and alpine regions is species-poor,
even depauperate, the question arises: species-poor in relation to what? Summer climate is
sufficiently cool and winds strong enough to preclude trees and tall shrubs, thus a major
component of boreal and temperate vegetation is missing from tundra. But, are there niches
unfilled? Are there families, genera, or species missing that we should expect? These
questions have not been addressed, but are of interest as we discuss the flora of arctic and
alpine regions in this section of the chapter.
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Our knowledge of the arctic flora differs for each of the three main taxonomic groups of
plants—vascular plants, bryophytes, and algae. Vascular plants are the best-known group.
This is due in part to the recent publication of the Checklist of Panarctic Flora (PAF)
Vascular Plants (Elven, 2011). The Panarctic flora includes 2,218 taxa, 91 families and 430
genera; which is less than 1% of the world flora (Daniéls et al., 2013). There are few
gymnosperm taxa: 96% of the flora are angiosperms. Eight species-rich families account for
more than 50% of the flora, of which the top three families are Asteraceae (254 taxa),
Poaceae (224 taxa), and Cyperaceae (190 taxa). About 5%, or 106 taxa, are endemic. Most
endemics are Beringian, occur arctic-wide, and are forbs. There are no endemic woody
species.

As a whole, the arctic flora is viewed as taxonomically, ecologically, biologically, and
genetically coherent with the many species having a circumpolar distribution. Biodiversity is
low in comparison to temperate or tropical ecosystems. Trends in species richness are largely
attributed to history, including glaciations, land-bridges, and north-south trending mountain
ranges (Yurstev, 1994). Bryophytes are ubiquitous in the Arctic and contribute significantly
to species richness, particularly in moist to wet habitats (Daniéls et al., 2013). There are an
estimated 900 arctic bryophyte species and approximately 4,000 freshwater and marine algal
species. The biodiversity of microalgae is still largely unknown. At present, there are few
introduced species (101 taxa; Elven, 2011). The most widespread non-native stabilized
introduced species are Lepidotheca suaveolens (Asteraceae, pineapple weed), Plantago major
subsp. major (Plantaginaceae, common plantain), and Trifolium pratense (Fabaceae, red
clover). Most of the introduced species are not invasive and are restricted to disturbed
habitats. For example, hay brought in to protect disturbed slopes from erosion where the
trans-Alaska oil pipeline passes through the Arctic created an influx of invasive species, but
most were gone after the first winter. Although not currently a threat in the Arctic, invasive
species are likely to increase due to increasing human activity coupled with climate change.
For example, a recent study showed that visitors to Svalbard transport a minimum of four
seeds on their shoes. Most of these seeds are from species known to be invasive elsewhere
and over a quarter of these seeds were found to be capable of germination under current
climatic conditions (Ware et al., 2012).

Plant species diversity of the world-wide alpine flora is much greater than in the Arctic.
Korner (2003) estimates 8,000-10,000 vascular plants, comprising 100 families and about
2,000 genera, or nearly 4% of the world flora. The most common families in the Alpine are
similar to those also common in the Arctic: Asteraceae, Poaceae, Brassicaceae,
Caryophyllaceae, Cyperaceae, Rosaceae, and Ranunculaceae. Regional alpine floras, from the
Teton Range in Wyoming to the Hokkaido alpine zone in Japan, typically include 200-280
species, with a mean diversity of 241 species from nine distinct mountain ranges (Kdorner,
2003). In contrast, in the Arctic, mean species richness of vascular plants from the 21
Panarctic floristic provinces (Elven, 2007) is estimated at 544 species (Daniéls et al., 2013).
The most species rich floristic province is Western Alaska (825 species), and the least species
rich region is Ellesmere Land-North Greenland (199 species). These data are not directly
comparable to estimates of diversity for alpine floras as floristic provinces are not analogous
to more regional mountain ranges. Within the alpine zone, total plant species richness within
a given region declines by about 40 species of vascular plants per 100 m of elevation (Kdrner,
2002). Mosses (also see Chapter 12) and lichens (also see Chapter 3) deviate from this pattern
as they often increase in abundance with increasing altitude, although their richness
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eventually decreases at the highest altitudes. Most alpine species occur at 1,000 m or lower,
although a few species have been found as high as 5,900 m in the Tibetan Himalaya (Rongfu
& Miehe, 1988) or 6,300 m on Mount Everest (Grabherr et al., 1995). Given the geographic
isolation of mountains that often are functionally islands, endemism is high with the highest
degree of endemism found at moderate, rather than at extreme altitudes.

There are several stressors to arctic biodiversity (Meltofte, 2013). These fall into two
categories: anthropogenic and climatic stressors. Anthropogenic stressors include increased
development, such as infrastructure associated with oil, gas, and other resource extraction.
Further development will be made possible by increased opportunities for transportation
including shipping lanes, road building, and regular air service to remote localities. There are
also stressors from contaminants, such as persistent organic pollutants, and increased
potential for oil spills.

Climatic stressors are the most serious threat to plant biodiversity in the Arctic and
equally, or more so, to alpine environments. Climate warming is predicted to lead to
migration of plants northward, altering the structure of vegetation through additions or even
replacement from the sub-arctic to the low Arctic to the high Arctic. Terrestrial habitats in the
Arctic are bounded to the north by a coastline so there is the potential that high arctic
ecosystems may only survive in isolated refugia or in mountain habitats. A similar scenario is
predicted for the Alpine, with expansion of treeline vegetation to higher elevations. Snowbed
specialists, adapted to late snow melt and low soil temperatures are among the most
threatened as both conditions are likely to be altered by climate change (Bjork & Molau,
2007).

Many studies document changes in arctic and alpine plant distributions consistent with
climate warming predictions. Re-sampling studies from over 100 mountains in Scandinavia
and Europe, as well as on the arctic islands of Spitsbergen and Greenland, show that species
richness on mountain summits has increased (Birks, 2013). This increase is predominantly an
altitudinal ascent of grasses, dwarf shrubs, and low shrubs. In central Norway, Klanderud &
Birks (2003) showed that changes in species richness from 1930 to 1998 varied by elevation
belt. Total plant species richness in the lowest elevation belt (1,600-1,800 m) increased by 8-
14 species, while in the mid-elevation belt (1,800-2,000 m) total plant species richness
increased by 5-8 species. Above 2,000 m, little or no change in species richness was
observed. No high-alpine species had gone extinct, although a few species had decreased in
frequency since 1930. In Montana’s Glacier National Park, arctic-alpine plant cover declined
over two decades of study (1988-2011) with a concurrent increase in mean summer
temperature (Lesica, 2014). Plants restricted to high elevations declined more so than those
with a broader elevational distribution. In alpine areas of Europe, Gottfried et al. (2012) found
increases in warm-adapted species and declines in cold-adapted species over a relatively short
time period from 2001-2008. Warming experiments have shown an increase in shrubs in the
Low Alpine in Europe (Cannone et al., 2007) and Asia (Klein et al., 2007) and from multiple
sites across the Circumpolar Arctic (Elmendorf et al., 2011; Walker et al., 2006). Increases in
satellite measures of greenness (related to aboveground plant biomass) have been observed
(Epstein et al., 2012), as well as increases in shrub cover based on repeat photography in the
warmest parts of the Arctic (e.g., Tape et al., 2006), although grazing by reindeer, lemmings,
and voles may limit shrub expansion (Olofsson et al., 2009). Studies in colder subzones of the
Arctic have found increased vegetation cover and height, but little change in community
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composition (e.g., Hudson & Henry, 2009), except in recently deglaciated areas where
succession is occurring.

Equating biodiversity with species richness is one measure, but there is another level to
be considered. From molecular studies, we now know that genetic diversity within Linnean,
or biological, species can be high. The problem comes in assessing Linnean diversity, for
there is often no parallel morphological differentiation to provide visible markers to genotypic
boundaries. There is great genetic variation within the species (cf. Brochmann & Brysting,
2008). Reticulate evolution among arctic plants involves multiple genomes, secondary
contact, hybridization, and polyploidization, all of which provide raw material for
infraspecific variation and differentiation.

Some of the best information on biological species diversity comes from studies of
Draba (Brassicaceae), initiated by Brochmann and continued by him with students and
colleagues in Oslo. Grundt et al. (2006) conducted intraspecific crossing studies of three
circumpolar diploid species in Draba and found, despite observations of limited
morphological and genetic diversity, evidence for cryptic biological species, ones
reproductively isolated from one another and thus evolutionarily independent. Hybrids from
within populations were mostly fertile (63%), while those from within and among geographic
regions (Alaska, Greenland, Svalbard, and Norway) were mostly infertile (8%). These results
suggest that infraspecific diversity may be higher in the Arctic than previously realized.

Genetic diversity is essential to long-term persistence of arctic and alpine biodiversity as
it provides opportunities for species to respond to changing environmental conditions. As
abundance and geographic distributions of species shrink, genetic variability for selection to
act upon is also often reduced. For most arctic and alpine plants, we lack information on how
genetic variation, and therefore evolutionary potential, is generated and maintained. Species
richness is often used as a surrogate for genetic diversity in conservation planning, although
we are still learning how these two levels of biodiversity are related. To date, a few studies
have addressed whether species and genetic levels of biodiversity co-vary in arctic and alpine
plant communities.

Taberlet et al. (2012) showed that for the flora of the Alps and Carpathians, species
richness and genetic diversity of high mountain vascular plants are not correlated. Their
results showed that genetic diversity is instead associated with glacial history of a species,
which in turn was linked with environmental and ecological characteristics of glacial refugia,
range shifts, and associated demographic processes. In contrast, Eidesen et al. (2013) showed
that patterns of genetic diversity across 17 vascular plant species are analogous to large-scale
patterns of species diversity in the Arctic. Diversity was highest in Beringia and decreased
gradually into more recently deglaciated regions. It should be noted that both of these studies
assessed neutral genetic diversity, which is not under selection.

An aspect of genetic diversity in arctic plants was noted many decades ago as
chromosome counts of northern plants were becoming known and diploids and polyploids
were identified. It was further noted that there are more polyploids at higher latitudes than at
low latitudes (Hagarup, 1928). The relationship between the frequency of polyploids and the
northernmost regions became the preoccupation of many, for whom the underlying belief was
that polyploidy per se gave the plants advantages in cold climates. The advantages of genetic
diversity from multiple sets of chromosomes was presumed to endow polyploids with the
ability to persist in the rigorous conditions, such as in glacial refugia (see above) and also to
have the capacity to spread aggressively during deglaciation (Love, 1959).



BIOL 495/695 Syllabus and Course Reader 2016 131

Ecology and Evolution of Plants in Arctic and Alpine Environments 15

Johnson & Packer (1965, 1967) and Johnson et al. (1965) demonstrated, at Ogotoruk
Creek in northwest arctic Alaska, a relationship between the frequency of polyploid taxa
along gradients of soil texture, moisture and temperature, depth to permafrost, and degree of
geomorphic disturbance. The diploids and low polyploids were found on more stable Tertiary
surfaces, and the higher polyploids were found in habitats of the sort that became common
and widespread during cold intervals of the Pleistocene, suggesting their more recent
divergence.

Brochmann et al. (2004) examined the observations and explanations for polyploidy in
arctic plants, particularly what can be concluded from recent molecular studies. Essentially,
polyploidy is the means by which reticulate evolution proceeds and by which hybrids can
gain fertility, stability, and independence. Research with hybrids showed there is interspecific
gene flow across ploidy levels (Brochmann et al., 1992a), which demolishes the simplistic but
long held belief in strong reproductive barriers between diploids and tetraploids and so-called
abrupt speciation. Surprisingly, there can be two or three different parental species, all
polyploids sharing parts of their genomes, which form polyphyletic hybrids. These hybrids
attain fertility through polyploidization. Hence, taxa of different parental combinations,
formed at different times and places, can exist within the same Linnean species (Brochmann
et al., 1992b). Recent studies have shown that polyploidy has occurred at different times and
places within Vaccinium uliginosum (Ericaceae; Eidesen et al., 2007) and that different ploidy
levels overlap across the circumpolar distribution of Saxifraga oppositifolia (Miiller et al.,
2012).

Changes in biodiversity, driven by climate and other anthropogenic stressors, will
provide new opportunities for recruitment and require adaptation and adjustment of arctic and
alpine floras. Crawford (2008) argues that many widespread arctic and alpine plants occupy a
range of different habitats, in terms of temperature and soil-moisture content for example, and
are ecotypically diverse. If so, this should help buffer these species against extinction with
increases in global temperatures. For other plants that are of recent origin or which are
narrowly distributed, such ecotypic diversity does not exist. For species that may be
outcompeted by more thermophilous species invading from the south, their survival depends
on their ability to colonize newly deglaciated land at higher latitude or altitude where
temperatures remain low. For alpine species that are already restricted in high altitude
mountain ranges, there may be no new suitable habitat to exploit. If so, these species are
likely to be among the most endangered in the future (Birks, 2008). In the next section of this
chapter, we discuss adaptation and the response of arctic and alpine plants to climate change.

ADAPTATION AND THE RESPONSE OF ARCTIC AND ALPINE
PLANTS TO CLIMATE CHANGE

Climate change in recent decades has led to changes in the composition and distribution
of vegetation in arctic and alpine environments. These regions are changing, and as a
consequence their biodiversity is also changing (Callaghan et al., 2004). Predicted increases
in temperatures globally are 0.1°C per decade, which is amplified in the polar region
compared to lower latitudes (ACIA, 2005).
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In response to temperature increases, shrubs and trees are extending their limits both
northwards and upwards. How will arctic and alpine plants be affected by climate change?
Birks (2008) stated this question well:

“Will arctic plants be pinched between advancing shrub tundra and forest and the
rising sea-level in the low-land Arctic? Will alpine plants be squeezed off the tops of
mountains?”’

It is likely that some arctic and alpine plants will become extinct, particularly those with
small endemic populations at the limit of plant life in the High Arctic or at high altitude. If we
look to the past, however, to when the climate warmed in the early Holocene, temperatures
were about 2°C warmer in the Arctic. Arctic and alpine plants persisted, and no arctic-alpine
species with a fossil record is known to have gone extinct in the Quaternary (Birks, 2008). It
therefore is likely that more ecotypically diverse species are resilient to climate change and
will survive and adapt as long as some suitable habitat remains.

Ecotypes, variants within species, have long been recognized among temperate plants,
where ecotypes show various morphological features adaptive to particular environmental
conditions. A selective advantage may also accrue to ecotypes in their native site without a
change in morphology as to be recognized as taxonomically distinct. There are many
examples of ecotypes along latitudinal and altitudinal gradients, even along local gradients of
microtopography where adaptations are less morphological and mainly physiological (Chapin
& Chapin 1981; Shaver et al., 1979). Ecological amplitude in geographically wide-ranging
species derives from the formation of entities with genetically fixed, adaptive properties. The
effectiveness of this process is not fully appreciated. For ecotypes to undergo speciation there
would first need to be sufficient genetic variation within them, and second, selection pressure
to drive the process of differentiation. Absent one or both, further divergence does not occur;
moreover, the infraspecific ecotypes allow for persistence across a range of environmental
conditions. Raup (1969) evaluated the breadth of tolerance by species to gradients of soil
moisture, plant cover, and geomorphic disturbance and found that some species exhibit great
tolerances. This capacity of some tundra plants is a function either of phenotypic plasticity or
of genetically fixed ecotypic differentiation, or a bit of both. It is likely that more ecotypically
diverse species will have large ecological amplitudes, will be resilient to climate change, and
will survive and adapt as long as the thresholds of tolerance to limiting factors are not
exceeded.

Temperature, photoperiod, concentration of CO,, and light intensity all affect
photosynthesis and photosynthetic efficiency of plants. Species occurring in both arctic and
alpine tundra provide examples of ecotypic differentiation for those environmental
parameters. Ecotypes of these species are differentially adapted to the low light intensity and
long photoperiod of the Arctic and to the high light intensity and short photoperiod of the
Alpine. Even differences in the production of leaves, leaf width and thickness, and
concentration of chlorophyll have been identified as part of ecotypic differentiation of
physiological traits (cf. Mooney & Billings, 1961; Tieszen & Bonde, 1967).

Much of what we know about adaptation in arctic and alpine plants is based on common-
garden studies as a means of identifying genetically controlled responses among plants grown
in different adaptive norms. Work has ranged from the early reciprocal transplant studies of
Clausen & Hiesey (1958) with Potentilla glandulosa and Clausen et al. (1948) with Achillea
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lanulosa (Asteraceae) across an elevational gradient in California, to work by Mooney &
Billings (1961) with Oxyria digyna from a broad latitudinal range of arctic and alpine
populations, to work by Tieszen & Bonde (1967) with Deschampsia caespitosa (Poaceae) and
Trisetum spicatum (Poaceae) from arctic and alpine sites. The work of Clausen and
colleagues revealed a sequence of climatic races. Mooney & Billings (1961) showed a clear
differentiation of physiological traits in Oxyria digyna over a latitudinal gradient from
northern Alaska south through the Rocky Mountains to Colorado. A more recent study
returned to two separate reciprocal transplant experiments in Alaska 30 years later, Dryas
octopetala subspecies along a snowbank gradient in the Alpine and Eriophorum vaginatum
(Cyperaceae) along a latitudinal gradient in the Arctic (Bennington et al., 2012; McGraw &
Antonovics, 1983; Shaver et al., 1986). For both species, differential survival in the ecotypes’
native site provided strong evidence for local adaptation in these long-lived species. These
findings show a broad range of ecotypes that would likely respond differently to climate
change. Ultimately, the ecotypic differentiation revealed by these and other studies of arctic
and alpine plants suggests extinction of wide-ranging species would be unlikely.

Just how the genes underlying genetic variation control ecotypic differentiation in arctic
and alpine plants is unknown. Molecular evidence based on non-coding regions of the
genome, so usefully applied in phylogeography is, however, neutral to the effects of selection.
A focus on adaptive rather than neutral genetic variation will be needed for predicting
responses to climate warming (Crawford, 2008). If we assume ecotypic diversity is a
surrogate for adaptive genetic variation, it would seem, as discussed above, that species with
high ecotypic diversity are likely to survive climate warming. To date, the genetics of
adaptation have largely been studied in model organisms with short generation times and not
for long-lived arctic and alpine plants.

We must note that an important distinction between arctic and alpine environments is
both day length and light intensity. Phenology is often related to day length in plants. For
example, arctic and alpine populations of Oxyria digyna show ecotypic differences in flower
and rhizome production, and in growth responses, to temperature and day length (Mooney &
Billings, 1961). Consequently, southern ecotypes cannot simply migrate northward to cooler
temperatures in a warming climate, as day length varies from about 15 hours of solar
radiation on the summer solstice at Niwot Ridge in Colorado (40° N) to continuous low
intensity 24-hour solar radiation north of the Arctic Circle (>66° 33* 44” N). There are clearly
limits to arctic and alpine plants escaping climate change by extending their ranges
northwards and upwards.

Several recent global modeling studies have shed light on potential future states of
vegetation in arctic and alpine environments. Alsos et al. (2012) analyzed range-wide genetic
diversity of 27 northern plant species and used species distribution modeling to predict their
future distributions and levels of genetic diversity through 2080. Their work predicts range
reduction and loss of genetic diversity in nearly all species in their study, according to at least
one scenario. Species that were more vulnerable to losses in genetic diversity lacked traits for
long distance dispersal and had high levels of genetic differentiation among populations. In
another study, Pearson et al. (2013) used ecological niche models, based on statistical
associations between vegetation and climate, to predict the future distribution of arctic
vegetation. Their study predicts that at least half of vegetated areas will shift to a different
vegetation class, for example from graminoid tundra to shrub tundra, by 2050. Moreover,
their model predicts woody plant cover, or shrub tundra and forest, will increase by as much
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as 52%. In contrast, Breen et al.’s (2014) regional modeling study for Alaska tundra predicts
more modest shifts in woody plant cover. Their study used a state and transition model that is
driven by both climate and fire dynamics. Treeline advance varies by the climate model used
to drive the simulations. With greater tundra fire activity, 12% of tundra transitions to forest,
and 11% of graminoid tundra transitions to shrub tundra, by 2100. In contrast, with more
modest tundra fire activity, the amount of tundra that transitions to forest nearly doubles to
20%, but there is little change in the relative amounts of graminoid and shrub tundra.

ARCTIC AND ALPINE PLANT INTERACTIONS WITH OTHER
ORGANISMS: THE ECTOMYCORRHIZAL SYMBIOSIS

Virtually every plant is full of endophytes (fungi, bacteria, viruses) that occur in all
organs of plants. As in other ecosystems, plants in the Arctic and Alpine interact with
organisms across kingdoms, including plants, animals (mammals, birds, insects), fungi,
bacteria, archaea, and viruses. Many of these complex interactions, both direct and indirect,
occur simultaneously. These interactions happen with different degrees of specificity and
range from antagonistic to mutually beneficial. The outcome of such interactions depends in
large part on the environment (Partida-Martinez & Heil, 2011), which in the Arctic and
Alpine are dominated by low temperatures and a short growing season.

The use of molecular methods has not only revealed a great biodiversity of organisms in
arctic and alpine environments, but also highlights the complex interactions of plants with
other organisms, including fungi (Dahlberg et al., 2013; Gao & Yang, 2010; Timling &
Taylor, 2012). Fungi are ubiquitous and benefit plants as mutualistic mycorrhizas (also see
Chapters 2, 5) and saprotrophs by providing nutrients and water; they can harm plants as
pathogens. We will illustrate how molecular methods have shed light on plant interactions
with other organisms through the example of ectomycorrhizal fungi (EMF).

The ectomycorrhizal symbiosis is abundant throughout the Arctic and Alpine, where the
fungi associate with shrubs, as well as a few sedges and forbs. Although EMF associate with
only about 6% of the vascular plants in the Arctic, these plants are important components of
plant communities that cover up to 69% of the ice-free Arctic (Walker et al., 2005). The
symbiosis seems especially important in biomes with low nutrient availability, where the
fungus provides nutrients and water to the plant and the plant provides carbohydrates to the
fungus. In the Arctic, 61-86% of nitrogen in ectomycorrhizal plants is provided by their
fungal symbionts while the plant provides 8-17% of photosynthetic carbon to the fungi
(Hobbie & Hobbie, 2006).

In contrast to vascular plants in the Arctic, EMF associated with shrubs do not follow the
classic pattern of species richness decline with latitude, which suggests that fungal species
richness is not governed by temperature (Bjorbackmo et al., 2010; Timling et al., 2012). The
species-rich EMF communities that have been observed on host plants in the Arctic and
Alpine are dominated by a few families that are especially species-rich (Thelephoraceae,
Cortinariaceae, Inocybaceae) (Blaalid et al., 2014; Gao & Yang, 2010). Similarly, many plant
communities are dominated by a few species-rich families (Asteraceae, Brassicaceae,
Caryophyllaceae, Cyperaceae, Fabaceae, Poaceae, Ranunculaceae, and Rosaceae; Daniéls et
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al., 2013). This suggests that some plant and fungal families are especially adapted to arctic
and alpine environments.

Furthermore, EMF communities in the Arctic appear to be dominated by generalist fungi
with wide ecological amplitudes and which are excellent dispersers (Geml et al., 2012;
Timling et al., 2012). In contrast to boreal (Taylor et al., 2010) and temperate forests (Ishida
et al., 2007) and Mediterranean woodlands (Morris et al., 2008), the ectomycorrhizal
symbiosis seems to have lower specificity in the Arctic and Alpine (Botnen et al., 2014; Gao
& Yang 2010; Timling et al., 2012). While EMF communities in boreal, temperate and
tropical climates show distinctive phylogeographic distribution patterns, with restrictions to
continents and sub-continental regions (Geml et al., 2008; Talbot et al., 2014), the majority
(73%) of EMF species observed in studies from Svalbard and across the entire bioclimatic
gradient of North American Arctic have occurred also in other regions within and beyond the
Arctic (Geml et al., 2012; Timling et al., 2012). Such wide distributions within the Arctic
have been also observed for lichens (Geml et al., 2010) and vascular plants (Alsos et al.,
2007). The wide distribution of fungi and lichens might be aided by the smaller size of their
propagules. Finally the wide distribution suggests that terrestrial and trans-ocean long
distance dispersal must be a common phenomenon in the wide open landscapes of the Arctic,
aided by wind, snow, driftwood, sea ice, birds, and mammals (reviewed in Alsos et al., 2007).

Nevertheless, within the Arctic and Alpine, EMF communities show distribution patterns
at the regional and local scale that often parallel those of plant communities found there.
Ectomycorrhizal fungal communities associated with Dryas integrifolia and Salix arctica
(Salicaceae) change gradually across the five bioclimatic subzones of the North American
Arctic, corresponding with climate, plant productivity, glaciation history, geology, and soil
factors (Timling et al., 2012). At a local scale, EMF communities often correlate with habitat,
successional stage, plant community, and bedrock and edaphic factors such as pH, carbon,
and nitrogen (Blaalid et al.,, 2014; Fujimura & Egger, 2012; Yao et al, 2013;
Zinger et al., 2011).

Climatic changes in the Arctic have led to pan-arctic shrub expansion (Tape et al., 2006)
and increases in plant productivity (Bhatt et al., 2010) and nutrient cycling (Rustad et al.,
2001). Long-term warming experiments show not only changes in plant communities (Walker
et al., 2006) but also changes in EMF community structure associated with Betula nana
(Betulaceae), one of the shrubs most responsive to climate warming (Deslippe et al., 2011).
The mutualistic nature of the ectomycorrhizal symbiosis, the low host specificity and the wide
distribution support the idea that EMF may play critical roles in the expansion of shrubs in
the tundra. Evidence from past climate changes comes from paleobotanical studies which
show that plant and fungal communities changed with past glacial and interglacial cycles,
with an increase in shrubs and trees and their ectomycorrhizal symbionts since the last
glaciation (de Vernal & Hillaire-Marcel 2008; Lydolph et al., 2005). Soil analyses along a
bioclimatic gradient in the North American Arctic show that subzone A, which is devoid of
woody species, harbors EMF species, probably as spores, and that soil fungal communities in
subzone E greatly overlap (74%) with communities of the boreal forests (Timling et al.,
2014). Furthermore, a bioassay with soils from above treeline showed that these soils provide
sufficient inoculum for a significant growth of conifers (Reithmeier & Kernaghan, 2013). The
authors concluded that spores in the soils and shrubs above treeline could facilitate treeline
expansion. With a warming climate one might expect changes of EMF community
composition with a northward shift of some EMF taxa. Finally EMF may be critical in
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facilitating an establishment of woody species in subzone A and a treeline expansion into
subzone E.

CONCLUSION

Despite considerable progress made in recent years, there remains much to learn about
the ecology and evolution plants in arctic and alpine environments. Molecular ecology,
modeling, and remote sensing studies, along with future fossil discoveries, will continue to
build upon our knowledge of these biomes and improve our understanding of their potential
response to future climate change. Brochmann et al. (2013) write that the species-poor arctic
flora is likely to be adapted to environmental change, through selection for high mobility and
buffering against inbreeding- and bottleneck-induced gene loss via polyploidy. However,
today’s flora of arctic and alpine environments will be challenged by a climate warmer than
the Holocene and over a shorter period. There is a need to begin focusing on adaptive, rather
than neutral genetic variation, to predict how arctic and alpine plants will respond to climate
warming over the next century.

There is also a need to intensify biodiversity research on arctic and alpine floras, with an
emphasis on vegetation classification, monitoring, and modeling (Daniéls et al., 2013).
Efforts such as the Arctic Vegetation Archive (Walker et al., 2013) are underway to improve
coordination and cooperation among arctic nations and to produce a pan-arctic vegetation
classification. Furthermore, the archive will provide vegetation data from across the
Circumpolar Arctic for use in biodiversity and ecosystem models. Jonsdottir (2013) is also
leading an initiative to develop a research framework on biodiversity-shaping forces that
considers different spatial and temporal scales and identifies commonalities across biological
hierarchies and organisms. This framework will provide for testing hypotheses about
biodiversity trends in the face of climate change in the Arctic and Alpine.
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Climate change and the permafrost

carbon feedback

E. A. G. Schuur"?, A. D. McGuire®, C. Schidel"?, G. Grosse*, ]. W. Harden®, D. J. Hayes®, G. Hugelius’, C. D. Koven®, P. Kuhry’,
D. M. Lawrence’, S. M. Natali'®, D. Olefeldt''2, V. E. Romanovsky'*!*, K. Schaefer'®, M. R. Turetsky", C. C. Treat'® & J. E. Vonk"”

Large quantities of organic carbon are stored in frozen soils (permafrost) within Arctic and sub-Arctic regions. A warming
climate can induce environmental changes that accelerate the microbial breakdown of organic carbon and the release of
the greenhouse gases carbon dioxide and methane. This feedback can accelerate climate change, but the magnitude and
timing of greenhouse gas emission from these regions and their impact on climate change remain uncertain. Here we find
that current evidence suggests a gradual and prolonged release of greenhouse gas emissions in a warming climate and
present a research strategy with which to target poorly understood aspects of permafrost carbon dynamics.

decade over the last 30 years, twice as fast as the global average'. This

is causing normally frozen ground to thaw**, exposing substantial
quantities of organic carbon to decomposition by soil microbes. This
permafrost carbon is the remnant of plants and animals accumulated in
perennially frozen soil over thousands of years, and the permafrost region
contains twice as much carbon as there is currently in the atmosphere>®.
Conversion of just a fraction of this frozen carbon pool into the green-
house gases carbon dioxide (CO,) and methane (CH,) and their release
into the atmosphere could increase the rate of future climate change’.
Climate warming as a result of human activities causes northern regions
to emit additional greenhouse gases to the atmosphere, representing a
feedback that will probably make climate change happen faster than is
currently projected by Earth System models. The critical question centres
on how fast this process will occur, and recent publications differ in their
outlook on this issue. Abrupt releases of CH, forecast to cause trillions of
dollars of economic damage to global society® contrast with predictions of
slower, sustained greenhouse gas release that, although substantial, would
give society more time to adapt™’. This range of viewpoints is due in part
to the wide uncertainty surrounding processes that are only now being
quantified in these remote regions.

Here we provide an overview of new insights from a multi-year synthesis
of data with the aim of constraining our current understanding of the
permafrost carbon feedback to climate, and providing a framework for
developing research initiatives in the permafrost region'®"". We begin by
reviewing new research, much of it published since the Intergovernmental
Panel on Climate Change (IPCC)’s Fifth Assessment Report (AR5)", on
the size of the carbon pool stored in the permafrost region. Synthesis research
has enlarged the number of observations in the permafrost region soil carbon
pool database tenfold", and confirms that tremendous quantities of carbon
accumulated deep in permafrost soils are widespread™®. We then discuss
new long-term laboratory incubations of these permafrost soils that reveal
that a substantial fraction of this material can be mineralized by microbes
and converted to CO, and CH, on timescales of years to decades, which

I n high-latitude regions of Earth, temperatures have risen 0.6 °C per

would contribute to near-term climate warming,. Initial estimates of green-
house gas release point towards the potential for substantial emissions of
carbon from permafrost in a warmer world, but these could still be under-
estimates. Field observations reveal that abrupt thaw processes are common
in northern landscapes, but our review shows that mechanisms that speed
thawing of frozen ground and release of permafrost carbon are entirely
absent from the large-scale models used to predict the rate of climate change.

Bringing together this wealth of new observations, we propose that green-
house gas emissions from warming permafrost are likely to occur ata mag-
nitude similar to other historically important biospheric carbon sources
(such asland-use change) but that will be only a fraction of current fossil-fuel
emissions. At the proposed rates, the observed and projected emissions of
CH, and CO, from thawing permafrost are unlikely to cause abrupt climate
change over a period of a few years to a decade. Instead, permafrost carbon
emissions are likely to be felt over decades to centuries as northern regions
warm, making climate change happen faster than we would expect on the
basis of projected emissions from human activities alone. This improved
knowledge of the magnitude and timing of permafrost carbon emissions
based on the synthesis of existing data needs to be integrated into policy
decisions about the management of carbon in a warming world, but at the
same time may help temper the worst fears about the impact of carbon
emissions from warming northern high-latitude regions.

Permafrost carbon pool

The first studies that brought widespread attention to permafrost carbon
estimated that almost 1,700 billion tons of organic carbon were stored in
terrestrial soils in the northern permafrost zone®”'*. The recognition of
this vast pool stored in Arctic and sub-Arctic regions was in part due to sub-
stantial carbon stored at depth (>1 m) in permafrost, below the traditional
zone of soil carbon accounting'. Deeper carbon measurements were initially
rare, and it was not even possible to quantify the uncertainty for the permafrost
carbon pool size estimate. However, important new syntheses continue to
report large quantities of deep carbon preserved in permafrost at many
previously unsampled locations, and that a substantial fraction of this deep
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permafrost carbon is susceptible to future thaw'®. The permafrost carbon
pool is now thought to comprise organic carbon in the top 3 m of surface
soil, carbon in deposits deeper than 3 m (including those within the yedoma
region, an area of deep sediment deposits that cover unglaciated parts of
Siberia and Alaska'®®), as well as carbon within permafrost that formed
onland during glacial periods but that is now found on shallow submarine
shelves in the Arctic. Recent research has expanded our knowledge consi-
derably while at the same time highlighting remaining gaps in our under-
standing of this vulnerable carbon pool®.

Surface carbon

The new northern permafrost zone carbon inventory reports the surface
permafrost carbon pool (0-3m) to be 1,035 = 150 Pg carbon (mean *
95% confidence interval, CI)'>* (where 1Pg = 1billion tons) (Fig. 1a).
This estimate supported the original studies while improving precision
by increasing the number of deeper (>1 m) sampling locations tenfold.
This surface permafrost carbon pool is substantial. The rest of Earth’s
biomes, excluding the Arctic and boreal regions, are thought to contain
2,050 Pg carbon in the surface 3 m of soil’". Even though these northern
regions account for only 15% of global soil area, the 0-3 m global soil
carbon pool is increased by 50% when fully accounting for the carbon
stored deeper in permafrost zone soil profiles.

Deep carbon in yedoma

Processes that accumulate carbon deep into permafrost soils do not stop
at3 m depth, and our previously limited understanding of those deep carbon
deposits (>3 m depth) has been improved. In particular, several new esti-
mates have emerged for carbon that accumulated during, and since, the
last Ice Age in the yedoma region in Siberia and Alaska'®*%. These new data
support previous findings of relatively high carbon concentrations in per-
mafrost soil at depth, but revised the understanding of total carbon stock
by improving the estimates of spatial extent, type of deposit, sediment depth,
and ground ice content. These deep, perennially frozen sediments are par-
ticularly ice-rich, where ice occupies 50%-80% of the ground volume®***.
Although this excess ice does not alter soil carbon concentration, it affects
the total carbon inventory contained in a particular volume of soil, decreasing
carbon stocks per unit soil volume by 22%-50% compared to previous
estimates™. Because of the continued difficulty of measuring total ground
ice content and total sediment depth, carbon pool estimates for the yedoma
region still range by twofold even as new data from this region have accu-
mulated. This region is now thought to contain between 210 = 70 Pg
carbon (ref. 16) and 456 * 45 Pgcarbon (ref. 18), still supporting the
original accounts of several hundred billion tons of carbon stored deep
in the permafrost even when recalculated with new observations.

Deep carbon outside the yedoma region

While new measurements of deep carbon have been largely focused on
the 1.2 million square kilometres of the yedoma region in recent years,
other areas in the northern permafrost zone with thick loose sedimentary
material may also contain substantial organic carbon pools in permafrost
(Fig. 1b). The major Arctic river deltas are now thought to contain
91 = 39 Pgcarbon (95% CI)'?, while carbon contained in the approxi-
mately 5 million square kilometres of thick (>5-10 m) sediments over-
lying bedrock outside the yedoma and river delta regions remain largely
unknown. Taking the spatial extent of these poorly known permafrost
areas, along with an estimated thickness in the tens of metres (similar
to that of yedoma), and average carbon content of a few deep borehole
soil samples, there could be an additional deep permafrost carbon pool of
350-465 Pg C outside the yedoma region (calculated using a depth interval
of 3-10m and carbon content of 11-14 kg Cm ™3, which accounts for
ground ice®).

Subsea permafrost carbon

Much of the inventory until this point has focused on terrestrial ecosystems
where permafrost is currently sustained by cold winter air temperatures.
But permafrost also exists below Arctic Ocean continental shelves, in
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particular the East Siberian Arctic Shelf, the largest and shallowest shelf
on Earth. This permafrost is an extension of the terrestrial permafrost
that existed during the last Ice Age, but became submerged when sea level
rose during the late Pleistocene-Holocene transition, and at the beginning
of the Holocene epoch. The shallow shelf area exposed as dry land in the
area around Alaska and Siberia during the last Ice Age (<125 m current
ocean depth), at almost 3 million square kilometres, is about 2.5 times the
size of the current terrestrial yedoma region'®*. But the quantity of organic
permafrost carbon stored beneath the sea floor is even more poorly quan-
tified than on land and could be lower than it once was®?®. Subsea permafrost
as a whole has been slowly degrading over thousands of years as relatively
warm ocean water has warmed the newly submerged sea floor. Frozen
sediments are thickest near the shore, where submergence with seawater
occurred more recently than on the outer shelf, which is now underlain by
discontinuous, patchy permafrost**°. During this time of thaw, organic
carbon was mineralized by microbes within the sediment in low-oxygen
conditions that promote the formation of CH,, reducing the pool of
permafrost carbon remaining under the sea.

Taken together, the known pool of terrestrial permafrost carbon in the
northern permafrost zone is 1,330-1,580 Pg carbon, accounting for sur-
face carbon as well as deep carbon in the yedoma region and river deltas,
with the potential for ~400 Pg carbon in other deep terrestrial permafrost
sediments that, along with an additional quantity of subsea permafrost
carbon, still remains largely unquantified.

Carbon decomposability

Permafrost carbon stocks provide the basis for greenhouse gas release to
the atmosphere, but the rate at which this can happen is also controlled
by the overall decomposability of organic carbon. Conceptual models and
initial data on decomposability suggested that a portion of permafrost
carbon is susceptible to rapid breakdown upon thaw'*'. But it has not
been clear to what degree this could be sustained on the decade-to-century
timescale of climate change, or what degree of variation exists within soils
across the vast landscape of the permafrost zone. New research has confirmed
that initial rates of permafrost carbon loss are potentially high, but continued
observation reported declines in carbon loss rates over time, which might
be expected as more labile carbon pools are exhausted”. This has high-
lighted the need for long-term observation under controlled conditions
to estimate the potential decomposability of permafrost carbon. New data
from a 12-year incubation of permafrost soil from Greenland showed
that 50%-75% of the initial carbon was lost by microbial decomposition
under aerobic and continuously unfrozen laboratory conditions over that
time frame®. This experiment, of unprecedented length for permafrost
soils compared to typical incubations that might be only weeks to months
long®**, was then extended geographically in a new synthesis of long-term
(>1 year) permafrost zone soil incubations. Soils from across the permafrost
region showed similarly high potential for microbial degradation of organic
carbon upon thaw in the laboratory, with a wider range of decade-long
losses projected to be 1%-76% (Fig. 2a) under laboratory conditions’™.
A major cause of landscape-scale variation in decomposability across
soils was linked to the carbon to nitrogen ratio of the organic matter, with
higher values leading to more greenhouse gas release. This simple metric
(the carbon to nitrogen ratio) is in part illustrated by grouping soils as organic
(>20% C) with mean decade-long losses of 17%-34% (lower-to-upper
97.5% CI) and mineral (<20% C) with mean decade-longlosses of 6%-13%
(Fig. 2a). The metric takes into account the ability of microbes to process
permafrost carbon for metabolism by breaking down organic carbon for
energy, and to grow by acquiring nutrients such as nitrogen released
during the decomposition process. Because carbon and nitrogen are often
measured in soil surveys, maps of permafrost carbon pools can then be
combined with the findings from laboratory incubations to project potential
carbon emission estimates across the permafrost region to determine which
regions could be emission hotspots in a warming climate. The location of
such potential emission hotspots is expected to be affected by both the total
pool of permafrost carbon and the potential for that carbon to be broken
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Figure 1| Soil organic carbon maps. a, Soil organic carbon pool (kg C m™?)
contained in the 0-3 m depth interval of the northern circumpolar permafrost
zone'. Points show field site locations for 0-3 m depth carbon inventory
measurements; field sites with 1 m carbon inventory measurements number in
the thousands and are too numerous to show. b, Deep permafrost carbon pools
(>3 m), including the location of major permafrost-affected river deltas (green
triangles), the extent of the yedoma region previously used to estimate the

down by microbes after thaw as controlled by the energy and nutrients
contained within the organic matter.

The inherent range of permafrost carbon decomposability across soil
types also intersects with environmental conditions, and aerobic decomposi-
tion is only part of the story for northern ecosystems. While temperature
control over decomposition is implicit when considering permafrost thaw,

carbon content of these deposits'’ (yellow), the current extent of yedoma region
soils largely unaffected by thaw-lake cycles that alter the original carbon
content'” (red), and the extent of thick sediments overlying bedrock (black
hashed). Yedoma regions are generally also thick sediments. The base map layer
shows permafrost distribution with continuous regions to the north having
permafrost everywhere (>90%), and discontinuous regions further south
having permafrost in some, but not all, locations (<90%)°.

this region is characterized by widespread lakes, wetlands, and soils water-
logged as a result of surface drainage restricted by underlying permafrost.
The lack of oxygen in saturated anaerobic soils and sediments presents
another key control over emissions from newly thawed permafrost carbon.
Comparing the results from the aerobic permafrost soil incubation synthesis™
with those from another circumpolar synthesis of anaerobic soil incubations®
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Figure 2 | Potential camulative carbon release. Data are given as a percentage
of initial carbon. a, Cumulative carbon release after ten years of aerobic
incubation at a constant temperature of 5 °C. Thick solid lines are averages for
organic (red, N = 43) and mineral soils (blue, N = 78) and thin solid lines
represent individual soils to show the response of individual soils. Dotted lines
are the averages of the 97.5% CI for each soil type. b, Cumulative carbon release
after one year of aerobic and anaerobic incubations (at 5 °C). Darker colours
represent cumulative CHy-carbon calculated as CO,-carbon equivalent (for
anaerobic soils) on a 100-year timescale according to ref. 38. Positive error bars
are upper 97.5% CI for CO,-carbon and negative error bars are lower 97.5% CI
for CH,-carbon. N = 28 for organic soils and N = 25 for mineral soils in
anaerobic incubations. Aerobic cumulative carbon release is redrawn from ref.
36 and anaerobic cumulative carbon release is calculated based on ref. 37.

shows that cumulative carbon emissions, over an equal one-year incubation
time frame, are, on average, 78%-85% lower than those from aerobic soils
(Fig. 2b). Specialized microbes release CH, along with CO, in these envi-
ronments, and the more potent (that is, it affects climate change more power-
fully) greenhouse gas CH, in the atmosphere can partially offset a
decreased decomposition rate. While mean quantities of CHy are 3% (in
mineral soils) to 7% (in organic soils) that of CO, emitted from anaerobic
incubations (by weight of carbon), these mean CH, values represent 25%
(in mineral soil) to 45% (in organic soil) of the overall potential impact on
climate over a 100-year timescale when accounting for CH, (ref. 38).
Across the mosaic of ecosystems in the permafrost region, controlled
laboratory observations brought together here imply that, in spite of
the more potent greenhouse gas CH,, a unit of newly thawed permafrost
carbon could have a greater impact on climate over a century if it thaws
and decomposes within a drier, aerobic soil as compared to an equivalent
amount of carbon within a waterlogged soil or sediment.

Controlled laboratory work is critical for identifying the key mechanisms
for potential greenhouse gas release from permafrost carbon, but some
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important processes are difficult to address with incubation experiments.
For example, CH, generated from permafrost carbon can be oxidized in
aerobic soil layers above the water table and released to the atmosphere as
CO, instead. This effect can be modified by vegetation, for example, sedge
stems acting as pipes provide a pathway for CH, to avoid oxidation and to
escape to the atmosphere®. A synthesis of field CH, emission rates showed
that sedge-dominated sites had emission rates 2-5 times higher*’, due in
part to sedges allowing the physical escape of CH, as well as providing
more decomposable carbon to the microbial community**>. But even
with sedges, it is likely that CH, oxidation as a whole would decrease the
warming impact of permafrost carbon decomposing in a waterlogged envi-
ronment compared to what was measured from a laboratory potential.
Incubation results, while needing to be interpreted carefully, are useful for
scaling the potential of permafrost soils to release greenhouse gases upon
thaw, and also for helping to quantify the fraction of soil carbon that is
likely to remain relatively inert within the soil after thaw.

Projecting change

A number of ecosystem and Earth system models have incorporated a first
approximation of global permafrost carbon dynamics. Recent key improve-
ments include the physical representation of permafrost soil thermody-
namics and the role of environmental controls, in particular the soil freeze/
thaw state, on decomposition of organic carbon*~**. These improved models,
which specifically address processes known to be important in permafrost
ecosystems but that were missing from earlier model representations, have
been key for forecasting the potential release of permafrost carbon with
warming, and the impact this would have on the rate of climate change.
Model scenarios show potential carbon release from the permafrost zone in
the range 37-174 Pgcarbon by 2100 under the current climate warming
trajectory (Representative Concentration Pathway RCP8.5), with an
average across models of 92 = 17 Pgcarbon (mean * s.e.) (Fig. 3)* ™
Furthermore, thawing permafrost carbon is forecasted to impact global
climate for centuries, with models, on average, estimating that 59% of
total permafrost carbon emissions will occur after 2100. While carbon
releases over these time frames are understandably uncertain, they illus-
trate the momentum of a warming climate that thaws near-surface per-
mafrost, causing a cascading release of greenhouse gases as microbes
slowly decompose newly thawed permafrost carbon. At the scale of these
models not all differentiated between CO, and CH, loss, but expert assess-
ment, a method for surveying expert knowledge, placed CH, losses at about
2.3% of total future emissions from the permafrost zone>**, This has the
effect, in the expert assessment, of increasing the warming potential of
released carbon by 35%-48% when accounting for the more potent
greenhouse gas CH, over a 100-year timescale.

Within the wide uncertainty of forecasts, some broader patterns are just
beginning to emerge. Models vary widely when predicting the current
pool of permafrost carbon, which is the source of future carbon emissions
in a warmer world. The model average permafrost carbon pool size was
estimated at 771 = 100 Pg carbon (mean = s.e.), about half as much as the
measurement-based estimate, potentially related in part to the fact that
models mostly represented carbon to only 3 m depth. A smaller modelled
carbon pool could, in principle, constrain forecasted carbon emissions.
Normalizing the emissions estimates from the dynamic models by their
initial permafrost carbon pool size, 15% % 3% (mean = s.e.) of the initial
pool was expected to be lost as greenhouse gas emissions by 2100°. This
decrease in the permafrost carbon pool is similar, but somewhat higher,
than the 7%-11% (95% CI) loss predicted by experts®>*, and the relatively
constant fraction across model estimates does hint at the importance of pool
size in constraining carbon emissions. However, sensitivity to both modelled
Arctic climate change, as well as the responses of soil temperature, moisture
and carbon dynamics, are important controls over emissions predictions
within these complex models, not pool size alone****””. Full diagnosis of the
important parameters that regulate the permafrost carbon feedback is not
currently possible from the small number of modelling studies that exist,
but the estimates do seem to converge on a vulnerable fraction of permafrost
carbon that seems to be in line with other approaches.
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Figure 3 | Model estimates of potential cumulative carbon release from
thawing permafrost by 2100, 2200, and 2300. All estimates except those of
refs 50 and 46 are based on RCP 8.5 or its equivalent in the AR4 (ref. 97), the A2
scenario. Error bars show uncertainties for each estimate that are based on an
ensemble of simulations assuming different warming rates for each scenario
and different amounts of initial frozen carbon in permafrost. The vertical
dashed line shows the mean of all models under the current warming trajectory
by 2100.

These dynamic models also simultaneously assess the countering influence
of plant carbon uptake, which may in part offset permafrost carbon release.
Warmer temperatures, longer growing seasons, elevated CO,, and increased
nutrients released from decomposing organic carbon may all stimulate plant
growth®. New carbon can be stored in larger plant biomass or deposited
into surface soils®. A previous generation of Earth system models that did
not include permafrost carbon mechanisms but did simulate changes in
plant carbon uptake estimated that the vegetation carbon pool could increase
by 17 = 8 Pg carbon by 2100, with increased plant growth also contributing
to new soil carbon accumulation of similar magnitude®. The models
reviewed here that do include permafrost carbon mechanisms (as well
as many of the mechanisms that stimulate plant growth that were used in
the previous generation of models) generally indicate that increased plant
carbon uptake will more than offset soil carbon emissions from the per-
mafrost region for several decades as climate becomes warmer*>**¢, Over
longer timescales and with continued warming, however, microbial
release of carbon overwhelms the capacity for plant carbon uptake, lead-
ing to net carbon emissions from permafrost ecosystems to the atmo-
sphere. Modelled carbon emissions projected under various warming
scenarios translate into a range of 0.13-0.27 °C additional global warming
by 2100 and up to 0.42 °C by 2300, but currently remain one of the least
constrained biospheric feedbacks to climate'.

Abrupt permafrost thaw

Recent progress towards predicting change in permafrost carbon dynamics
focuses mostly on gradual top-down thawing of permafrost. However, increas-
ing evidence from the permafrost zone suggests that abrupt permafrost thaw
may be the norm for many parts of the Arctic landscape'”'*¢'%* (Fig. 4).
Abrupt permafrost thaw occurs when warming melts ground ice, causing
the land surface to collapse into the volume previously occupied by ice.
This process, called thermokarst, alters surface hydrology. Water is attracted
towards collapse areas, and pooling or flowing water in turn causes more
localized thawing and even mass erosion. Owing to these localized feedbacks
that can thaw through tens of metres of permafrost across a hillslope within
only a fewyears, permafrost thaw occurs much more rapidly than would be
predicted from changes in air temperature alone. This raises the question
of whether key complexity is missing from large-scale model projections
that are based on first approximations of permafrost dynamics.

Abrupt thaw occurs only at point locations but often causes much deeper
permafrost thaw to occur more rapidly. This is in contrast to top-down
thawing, which occurs across the entire landscape but affects only the perma-
frost surface. New regional research is beginning to reveal that a large fraction
of permafrost carbon is vulnerable to abrupt thaw. For example, since the
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end of thelast Ice Age, thermokarst thaw-lake cycles have affected 70% of
the yedoma permafrost deposits in Siberian lowlands'”. These cycles occur
when abrupt permafrost thaw forms lakes that can drain over time, allowing
sediments and carbon to refreeze into permafrost, while elsewhere new
thaw lakes form and repeat this cyclic process (Fig. 4a, ¢). Abrupt thaw in
upland regions, where water does not generally pool and form lakes, often
creates gullies and slump features that can erode permafrost carbon into
streams, rivers and lakes (Fig. 4b, d). These thaw features can also be wide-
spread but are not as well recognized as are thaw lakes; over 7,500 upland
thaw features were mapped within a 1,700-square-kilometre foothill region
of Alaskan tundra®. Studies such as these illustrate a widespread influence
of abrupt thaw in both upland and lowland permafrost landscapes, even
though they do not provide a chronology of change.

Climate change is expected to increase the initiation and expansion of
abrupt thaw features, potentially changing the rate of this historic disturbance
cycle® . Wetland expansion due to abrupt thaw has affected 10% of a
peatland landscape in northwestern Canada since the 1970s, with the fastest
expansion occurring in the past decade®. Landscape lake cover is also affected
by abrupt thaw, with net change being the sum of both lake expansion and
drainage. The area of small open-water features around Prudhoe Bay on
the Alaskan tundra has doubled since 1990 (ref. 67). In northwestern
Alaska, lake initiation has increased since 1950, while lake expansion rates
remained steady®®. In general, landscape lake cover is currently believed to
be stable or increasing within the continuous permafrost zone, whereas
there is a tendency for lake drainage and vegetation infilling to dominate
over lake expansion in the discontinuous permafrost zone®* 7>,

Abrupt thaw influences carbon emissions to the atmosphere by exposing
previously frozen carbon to microbial processes, and also by altering the
hydrology that is critical for determining the balance of CO, and CH,4
emissions. Some of the highest CH, emissions in the permafrost region
have been observed in lakes and wetlands formed through abrupt thaw**”.
At the same time, accumulation of new carbon under anaerobic conditions
in peat’™ and in lake sediments'® can be greater than permafrost carbon
losses, at least in some ecosystems. In this way, anaerobic environments
replace freezing temperatures as a mechanism for soil carbon stabilization,
keeping greenhouse gas emissions lower than they would otherwise be”.
In contrast, abrupt thaw processes in other landscapes clearly accelerate
carbon loss. Drained lakes and lowered water tables will expose previously
waterlogged carbon to microbial decomposition in aerobic conditions
with relatively higher rates of carbon emissions. Also, lateral movement
of permafrost carbon by leaching or erosion into lakes, rivers and the
ocean’”® can increase loss, as carbon may be more readily mineralized
through microbial and photochemical processes after mobilization”*’.
How carbon cycling at the landscape scale will change under a warming
climate will depend critically on how much of the landscape becomes wetter
or drier, a question difficult to answer. It is clear that abrupt thaw is an
important mechanism of rapid permafrost degradation, with widespread
but varying influences on hydrology and carbon cycling. Yet abrupt thaw
isnotincluded in large-scale models, suggesting that important landscape
transformations are not currently being considered in forecasts of permafrost
carbon—climate feedbacks. This is in part due to the fact that we do not know
at this stage what the relative importance of abrupt to gradual thaw across
the landscape is likely to be.

Subsea carbon emissions

A majority of the observations and all of the modelling to date has focused
on potential emissions from permafrost carbon on land. This is in part
because subsea permafrost is buffered from recent climate change by the
overlying ocean, and because ocean incursion at the end of the Ice Age has
already been thawing and potentially reducing the pool of permafrost carbon
under the sea. However, aside from organic carbon stored in permafrost,
the sea bed underlying Arctic shelves also accumulated fossil CH, stored
either as free CH, gas or as clathrates (CH,-ice lattices that are stable at
pressures and temperatures found at depth in this region). Layers of perma-
frost may serve as a physical barrier to the release of this CH, gas from the
sediment into the water column and eventually the atmosphere. These
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Figure 4 | Abundance of abrupt thaw features in lowland and upland
settings in Alaska. Left panels (a, ¢) show thermokarst lake (TKL) abundance,
expansion, and drainage on the Seward Peninsula, Northwest Alaska, between
1950 and 2006, with collapsing permafrost banks (photo credit G.G.). Right
panels (b, d) show extensive distribution of ground collapse and erosion

shallow shelves are also depositional areas for carbon from the erosion of
coastal permafrost carbon and from inland permafrost carbon transported
by Arctic rivers®'. Together, these processes form ocean hotspots that are
documented sources of high CH, emissions to the atmosphere®>*, similar
to hotspots formed in Arctic lakes on land®. New quantification has
estimated that 17 Tg of CH, per year (where 1 Pg = 1,000 Tg) is emitted
from the East Siberian Arctic Shelf after accounting for both diffusive and
point-source bubble emissions®. Although this amount represents an increase
from what was previously estimated for this region”, this is probably because
of improved observations of these emissions that may have been persistent
over the thousands of years of land submergence. Climate warming, sea-ice
decline, and increasing storminess have been linked toa 2.1 °Cincrease in
bottom water (<10m depth) temperature since the mid-1980s in this
region®. Degradation of subsea permafrost from above by climate warming,
and also from below by ongoing geothermal heat, will tend to increase new
pathways between CH, storage areas deeper in the sediments and the sea
floor®. But it is not known whether meaningful increases in CH, emissions
via these processes could occur within this century, or whether they are more
likely to manifest over a century or over millennia®. What s clear is that it
would take thousands of years of CH, emissions at the current rate to
release the same quantity of CH, (50 Pg) that was used in a modelled ten-year
pulse to forecast tremendous global economic damage as a result of Arctic
carbon release®, making catastrophic impacts such as those appear highly
unlikely®>*7.

Permafrost and the global carbon cycle

Carbon pools in permafrost regions represent a large reservoir vulnerable
to change in a warming climate. While some of this carbon will continue to
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features (ALD, active layer detachment slide; RTS, retrogressive thaw slump;
GTK, thermal erosion gullies) in upland tundra in a hill slope region in
Northwest Alaska®, and thawing icy soils in a retrogressive thaw slump (photo
credit E.A.G.S.).

persist in soils and sediments over the long term, our understanding that a
substantial fraction of this pool is susceptible to microbial breakdown once
thawed has been verified at the landscape scale (Box 1 and the Box 1 Figure).
The exponential nature of microbial decomposition and CO, and CH,4
release over time means that the initial decades after thaw will be the most
important for greenhouse gas release from any particular unit of thawed
soil. Our expert judgement is that estimates made by independent approaches,
including laboratory incubations, dynamic models, and expert assessment,
seem to be converging on ~5%-15% of the terrestrial permafrost carbon pool
being vulnerable to release in the form of greenhouse gases during this century
under the current warming trajectory, with CO,-carbon comprising the
majority of the release. There is uncertainty, but the vulnerable fraction does
not appear to be twice as high or half as much as 5%-15%, based on this
analysis. Ten per cent of the known terrestrial permafrost carbon pool is
equivalent to ~130-160 Pg carbon. That amount, if released primarily in
the form of CO, at a constant rate over a century, would make it similar in
magnitude to other historically important biospheric sources, such as land-
use change (0.9 = 0.5 Pg carbon per year; 2003-2012 average), but far less
than fossil-fuel emissions® (9.7 = 0.5Pgcarbon per year in 2012).
Considering CH, as a fraction of permafrost carbon release would increase
the warming impact of these emissions. At these rates, the observed and
projected emissions of CO, and CH, from thawing permafrost are
unlikely to occur at a speed that could cause abrupt climate change over
a period of a few years to a decade"’. A large pulse release of permafrost
carbon on this timescale could cause climate change that would incur
catastrophic costs to society®, but there is little evidence from either
current observations or model projections to support such a large and
rapid pulse. Instead, permafrost carbon emissions are likely to occur over
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BOX |
Permafrost carbon feedback to
climate change

As shown in the Box 1 Figure, carbon stored frozen in permafrost, once
thawed, can enter ecosystems that have either predominantly aerobic
(oxygen present) or predominantly anaerobic (oxygen limited) soil
conditions. Across the permafrost region, there is a gradient of water
saturation that ranges from mostly aerobic upland ecosystems to
mostly anaerobic lowland lakes and wetlands. In aerobic soils, CO, is
released by microbial decomposition of soil organic carbon, whereas
both CO, and CH,4 are released from anaerobic soils and sediments.
Microbial breakdown of soil organic carbon can happen in the surface
active layer, which thaws each summer and refreezes in the winter,
and in the subsurface as newly thawed carbon becomes available for
decomposition after it has emerged from the perennially frozen pool.
The decomposability of soil organic carbon varies across the
landscape depending in part on the plant inputs as well as the soil
environment, and also with depth in the soil profile. The landscape
mosaic of water saturation is also affected by permafrost thaw.
Gradual and abrupt thaw processes such as top-down thawing of
permafrost (increasing the thickness of the active layer) and lake
draining can expose more carbon to aerobic conditions. Alternatively,
abrupt thaw processes can create wetter anaerobic conditions as the
ground surface subsides, attracting local water. Carbon can also be
mobilized by erosion or by leaching from upland soils into aquatic
systems or sediments. Plant carbon uptake can be stored in increased
plant biomass or deposited in the surface soils, which in part can offset
losses from soils.
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Box 1 Figure | Key features regulating the permafrost carbon
feedback to climate from new, synthesized observations.

REVIEW

decades and centuries as the permafrost region warms, making climate
change happen even faster than we project on the basis of emissions from
human activities alone. Because of momentum in the system and the
continued warming and thawing of permafrost, permafrost carbon emis-
sions are likely not only during this century but also beyond. Although
never likely to overshadow emissions from fossil fuel, each additional ton of
carbon released from the permafrost region to the atmosphere will prob-
ably incur additional costs to society.

Next steps for model-data integration

The Earth system models analysed for the IPCC AR5' did not include perma-
frost carbon emissions, and there is a need for the next assessment to make
substantive progress analysing this climate feedback. It is clear, even among
models that are currently capable of simulating permafrost carbon emissions,
thatimprovements are needed to the simulations of the physical and biological
processes that control the dynamics of permafrost distribution and soil
thermal regime*****’. The initial model projections we review here are based
on a range of different model formulations, many of which are known to
lack key structural features. Critical next steps that are being achieved by
the research community include a permafrost carbon model intercomparison
using standard driving variables to improve model formulations and con-
ceptualization. Initial intercomparison results point towards several key
structural features that should be implemented by models attempting to
forecast permafrost carbon emissions. These include explicitly defining
the vertical distribution of carbon in permafrost soils to account for the
way atmospheric warming at the surface propagates through the soil, causing
permafrost thaw and carbon decomposition at depth. Additionally, many
large-scale models do not distinguish CH, versus CO, release and project
only total carbon emissions. This partitioning depends on explicitly de-
scribing the interactions between permafrost thaw and surface hydrology
and is critical to produce credible projections of the effect of permafrost
carbon on climate. A first-order issue is whether the terrestrial landscape
in the permafrost region, already interspersed with thaw lakes, wetlands
and waterlogged soils, becomes wetter or drier in a warmer world®. Lastly,
new modelling formulations for describing abrupt thaw are being developed.
These are needed to understand how gradual warming from the surface,
occurring across the entire landscape as currently modelled, compares to
hotspots on the landscape where permafrost undergoes catastrophic ground
collapse and rapid thaw. These issues go beyond temperature sensitivity
alone and are at the forefront of current ecosystem model development
and research.

Models are useful tools for making projections, but need to use observations
more effectively for benchmarking and parameterization. Current models
show a wide range of results when compared against benchmark data sets
of permafrost soil temperatures*, soil carbon stocks®, and high-latitude
carbon fluxes®, emphasizing the high uncertainty in these projections.
Now, new data sets on decomposability (reviewed here) are available and
should be used to parameterize key aspects of model carbon feedbacks.
The databases on decomposability however, remain two orders of mag-
nitude smaller than surface (<1 m) carbon pool data sets. Increasing the
number of laboratory incubations will help to constrain uncertainty regarding
the potential for permafrost carbon to remain stable under different environ-
mental conditions and will allow researchers to understand which controls
over decomposition are most important for the slow turnover pools that
comprise a large fraction of the total permafrost carbon pool. At the same
time, further work is required to quantify the permafrost carbon pool itself
better. Despite substantial recent progress, remote regions such as the Canadian
High Arctic, central Siberia, and the subsea continental shelves remain
poorly represented, with very few data points deeper than 1 m. Other data
sets synthesizing field observations of CH, emissions and CO, exchange
provide process-level understanding available for model validation as
well***'~%, Model-data fusion using these newly created databases from both
laboratory and field observations is urgently needed to evaluate which
models can credibly represent the permafrost region and thus help reduce
the uncertainty in forecasting the permafrost carbon feedback.
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High-latitude warming and the emission of permafrost carbon remains
alikely global carbon cycle feedback to climate change. The sheer size of these
frozen carbon pools and the rapid changes observed in the permafrost region
warrant focused attention on these remote landscapes. The observations
and modelling steps outlined here will help in forecasting future change.
At the same time, it is imperative to continue developing effective observation
networks, including remote sensing capability®, to adequately quantify
real-time CO, and CH, emissions from permafrost regions”. While increased
permafrost carbon emissions in a warming climate are more likely to be
gradual and sustained rather than abrupt and massive, such observation
networks are needed to detect the potential emissions predicted here, and
also to provide early warning of phenomena and potential surprises we do
not yet fully appreciate or understand. The combination of robust observations
with appropriate modelling tools for forecasting change is essential to properly
evaluate permafrost carbon sources. The quantification of carbon sources
in addition to those that are a direct result of human activity is necessary
when developing and evaluating climate change mitigation policies.
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Studies and models of trace-gas flux in the Arctic consider
temperature and moisture to be the dominant controls over
land—atmosphere exchange'?, with little attention having been
paid to the effects of different substrates. Likewise, current Arctic
vegetation maps for models of vegetation change recognize one or
two tundra types™ and do not portray the extensive regions with
different soils within the Arctic. Here we show that rapid changes
to ecosystem processes (such as photosynthesis and respiration)
that are related to changes in climate and land usage will be
superimposed upon and modulated by differences in substrate
pH. A sharp soil pH boundary along the northern front of the
Arctic Foothills in Alaska separates non-acidic (pH > 6.5) ecosys-
tems to the north from predominantly acidic (pH < 5.5) ecosys-
tems to the south. Moist non-acidic tundra has greater heat flux,
deeper summer thaw (active layer), is less of a carbon sink, and is a
smaller source of methane than moist acidic tundra.

In 1995 and 1996, we studied the ecosystem properties on either
side of a prominent pH boundary within the Kuparuk River basin
(KRB) in Alaska, the primary study area of the Arctic System Science
Land-Atmosphere—Ice Interactions (ARCSS—LAII) Flux Study’
(Fig. 1). We characterized moist non-acidic tundra (MNT) and
moist acidic tundra (MAT) ecosystems at two intensive study sites
about 7 km apart on either side of the boundary (Fig. 1b, sites 3 and
4). We also collected soil and vegetation data from numerous other
MNT and MAT sites within the KRB during an accuracy assessment
of the landcover map in Fig. 1b (ref. 6). This adds to earlier infor-
mation from Toolik Lake, Happy Valley and Prudhoe Bay, Alaska’"".

The vegetation and soil properties on either side of the boundary
are similar to those described for MNT and MAT in other studies®".
Site 3 has MNT with 36% cover of non-sorted circles". The non-
sorted circles are partly vegetated patches of highly frost-active soils
that are about 1-2 m in diameter and spaced at intervals of 2—3 m;
bare soil covers about 4% of site 3. The vegetation community
between the circles is Dryado integrifoliae-Caricetum bielowii®,
which is dominated by non-tussock sedges (Carex bigelowii, C.
membranacea and Eriophorum triste), prostrate shrubs (Dryas
integrifolia, Salix arctica, S. reticulata and Arctuous rubra) and
minerotrophic mosses (Tomentypnum nitens, Hylocomium splen-
dens and Ditrichum flexicaule). Soils of MNT have a broken organic
layer over a dark-coloured A horizon (a mineral horizon containing
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organic-matter accumulation) with high base saturation, over a
gleyed C horizon (a subsoil mineral horizon relatively unaffected by
soil-formation processes except for the presence of grey colours
resulting from poor drainage and reduction of iron)'*"*. All soil
horizons have consistently high pH (>6.5) and are highly frost
stirred (cryoturbated).

Site 4 is covered by tussock tundra (Sphagno-Eriophoretum®) with
few (<1% cover) non-sorted circles. This vegetation type is domi-
nated by dwarf shrubs (Betula nana, Ledum palustre ssp. decumbens,
Salix planifolia pulchra), tussock sedges (Eriophorum vaginatum)
and acidophilous mosses (Sphagnum spp., Aulocomnium spp.,
Polytrichum spp. and Dicranum spp.). Soils of MAT have a thick
continuous organic horizon over gleyed subsoil material and contain
cryoturbated organic material in the lower part. Both sites 3 and 4 are
on silty loess deposits'’. Soil pH of MAT sites tends to increase with
depth from about 4.0 at the surface to 6.5 in the frozen C horizons.

The pH boundary extends at least 300 km to the east and west of
the study area'>'®. Loess blankets much of the Arctic Coastal Plain
and Arctic Foothills, and both MAT and MNT occur on these
extensive deposits, so it is difficult to explain the sharp vegetation
boundary solely by differences in surface deposits'. The boundary
may be partly due to a stronger winter Arctic climate north of the
topographic barrier of the Arctic Foothills'. A colder, windier
climate with shallower snowpack would promote the formation
of non-sorted circles'> and cause the continual stirring of non-acidic
subsoils to the surface'™'. The abundance of non-sorted circles and
relatively low shrub biomass (85 versus 202gm_2) north of the
boundary results in the greyer tones on the false-colour infrared
image (Fig. 1a). Lower shrub biomass, lower leaf-area index (LAI)
and lower normalized difference vegetation index (NDVI) of MNT
at site 3 is consistent with previous studies™'? (Table 1).

South of the boundary, MNT is found only in relatively small
areas on limestone bedrock and in naturally disturbed systems, such
as river floodplains, snowbeds, windy hill crests and recently
glaciated areas. In most of the Arctic Foothills, vegetation succession
and peat formation (paludification) during the Holocene have
converted formerly dry vegetation on mineral-rich loess and till
deposits to MAT. Paludification is enhanced toward the south as a
result of increased temperature and precipitation. Mosses, particu-
larly Sphagnum, are important to this conversion. It is abundant in
MAT but not MNT, and has numerous unique properties that
strongly promote waterlogging and cold acidic soils*~>.

The vegetation and soil differences between MAT and MNT have
important consequences for land—atmosphere exchanges. Site 3
(MNT) had 28% more soil heat flux during 10 days of observation
and 54% deeper end-of-summer thaw than site 4 (MAT). Summer
thaws of MNT are consistently deeper than those of MAT through-
out the KRB, despite MNT being dominant in the northern, colder
portion of the study area*, because the MNT has shorter, more open
plant canopies (less shading by vascular-plant leaf area), less con-
tinuous moss cover and thinner organic horizons (Table 1). In a
related study, evapotranspiration, soil heat flux and sensible heat
flux (heat exchange between the atmosphere and the land surface)
showed a similar relationship with net radiation at two acidic
tundra sites (sites 4 and 6; Fig. 1b) despite latitudinal and elevation
differences in climate, indicating that the energy budgets are more
strongly correlated with vegetation type than with climate®.

Site 4 also had about twice the gross photosynthesis and three
times the respiration of the MNT site, as well as a greater net carbon
gain, during the same 10-day measurement period (Table 1), despite
the close proximity of the two sites and nearly identical tempera-
ture, net radiation and relative humidity®. These results are con-
sistent with CO,-flux data from two other sites (11 and 21; Fig. 1b)
during the same period in 1995. Site 11 (MAT) had similar summer
climate and CO, flux to that at site 4, whereas site 21 (MNT) had a
lower flux than site 3, probably owing to the colder early summer
climate near the coast®. Integrated fluxes from sites 11 and 21
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Figure 1 Maps of the study area. a, Landsat MSS false-colour infrared mosaic of
the Kuparuk River Basin (dashed line), northern Alaska. A broad band of foothills
occurs between the mountains and the Arctic Coastal Plain with many lakes. The
pH boundary separating the redder tones to the south from the greyer tones to the
north corresponds to soils that are acidic and non-acidic, respectively. Landsat
data are courtesy of the US Geological Survey Alaska Data Center. b, Land-cover
map. Red circles indicate intensive study sites. Black dots are other sites visited

throughout the summer of 1995 showed that the MAT site was a
much greater carbon sink than the MNT site (55.2 versus 27.6 g Cm >
per season). In 1996, an even larger difference was observed between
site 11 and site 17, an MNT site close to site 3 that has a summer
climate very similar to sites 3 and 11. Site 11 (MAT) gained
52.5gCm™” per season compared with 3.3gCm™ per season at
site 17 (MNT) (Table 1). Taken together, our data demonstrate a
consistent spatial and temporal pattern of a much larger carbon sink
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Wet acidic tundra complex

Wet non-acidic tundra complex
Moist non-acidic tundra complex
Moist acidic tundra complex
Alpine tundra complex

Water

during the accuracy assessment of the map®. ¢, The map shows a generalized
distribution of acidic and non-acidic vegetation types in northern Alaska, pre-
pared from an integration of information from several sources including AVHRR
(Advanced Very-High Resolution) satellite images, soil maps, vegetation maps
and surface-geology maps. The location of the pH boundary west of the Colville
River (white dashed line) is less distinct and unstudied.

in MAT than in MNT. Methane flux showed a pattern opposite to
that of CO,, with the wetter, more anaerobic soils of MAT effluxing
over six times the methane of MNT (Table 1).

Greater carbon accumulation in the vegetation has also led to
twice as much organic carbon in both the active layer and the
permafrost in the soils at site 4 than site 3 (Table 1). The basal Hc
date from the frozen C horizon at site 4 was 8,500 years B> compared
to 12,500 years Bp in the same horizon at site 3, demonstrating the
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Table 1 Comparison of ecosystem properties of MNT and MAT at sites in the Kuparuk River Basin

Sites 3and 4 Other sites
Ecosystem property MNT MAT Significance MNT MAT Significance Reference
Soil
pH of top mineral horizon 76[1] 5.5[1] n.a. 7.0 =0.16 [20] 5.3+ 0.13[10] b Ref. 14
6.3 + 0.1 [14] 4.6 +0.1[33] Ref. 8t
O-horizon thickness (cm) 9+1[71] 15+ 1[71] *x 11+19[21] 21 +1.8[15] b This study#
Soil moisture of top mineral horizon 0.37[1] 0.40[1] n.a. This study
(cm®cm™, Jul 95)
Bare soil (% cover) 4.4 +16[6] 0.2 =0.0[6] e 8 + 1[140] 1=0.2[121] ook This study$§
Vegetation
Height of plant canopy (cm) 3.9 = 0.3 [340] 6.5 = 0.4 [340] b This study
Leaf area index 0.50 = 0.03[66]  0.84 =+ 0.05 [66] 0.57 = 0.06 [7] 0.81 +0.08 [11] o Ref.19
NDVI (MSS) 0.23 [1] 0.32[1] n.a. 0.28 +0.00 [4 x 10°] 0.41 +0.00 [2 X 10°] n.a. This study"
NDVI (Hand-held) 0.62 + 0.02 [7] 0.71 £ 0.01 [11] * Ref.19
Moss cover (%) 65 + 4[12] 79 £ 4[12] el This study
Above ground biomass (gm™)
Shrubs 85 + 18 [10] 202 + 22 [10] 127 19 (7] 270 + 19 [11] Ref.19
Graminoids 124 + 12 [10] 112 + 15 [10] n.s. 118 + 22 (7] 118 + 24 [11] n.s. Ref.19
Forbs 40 + 22 [10] 10 = 2 [10] R 12 +4(7] 12+ 2[1] n.s. Ref. 19
Mosses, lichens, litter 504 460 n.a. 221 = 85[7] 207 + 33 [11] n.s. Ref. 19
Total 753 = 60 [10] 784 = 139 [10] n.s. 447 + 23 [7) 607 = 27 [11] ook Ref.19
Energy and trace-gas flux
Soil heat flux (19-30 Jun 1995, MJm2d™") 1.39 +0.21[331]  1.09 = 0.16 [275] onx This study
Thaw depth (cm) 57 = 1[71] 37+ 1[71] 52 + 2 [20] 39+ 2[14] This study$
57 + 5 [14] 36 + 3[33] Ref. 8
Evapoyanspirat\'on (19-30 Jun 1995, 1.16 £0.17[331]  1.06 = 0.16 [275] n.a. This study
mmd™’)
10-d gross primary production 0.94 £0.14[331] 1.82*0.27 [275] n.a. This study
(19-30 Jun 1995 g CO,-Cm=2d™)
10-d net CO, uptake (g CO,-Cm2d™) 0.67+0.10[331]  0.95 + 0.27 [275] n.a. 0.27 = 0.41 [12] 1.02 +0.33[12] n.a. This study§
10-d respiration loss (g CO,-Cm™2d™) 0.27 =0.04[331]  0.87 =0.13[275] n.a. This study
1995 net CO, uptake 276 [77] 55.2 [90] n.a. This study#
(g CO,-Cm™ per season)
1996 net CO, uptake 3.3[31] 52.5 [73] n.a. This study”
(g CO,-Cm™ per season)
Methane emission (mg CH,cm™2yr™) 69 + 33 [12] 449 + 301 [15] * This studytt
Soil organic carbon (kg Cm™) 40 (1] 88 [1] n.a. 56 + 5[5] 44 = 11 [6] n.s. Ref. 11
55 + 5 [16] 49 + 4[7] n.s. Ref.10

Standard error of the mean and number of samples [in brackets] are given for most variables. Probability of significance in all cases was based on two-sample t-test. Significance levels:

*P =0.1;**P = 0.05; ***P = 0.01; n.s., non-significant; n.a., non-applicable.
+Data are from 47 permanent plots in the Toolik Lake region.

+Measurements at 36 random points within the Kuparuk River basin during accuracy assessment of the land-cover map.
§ Estimates obtained from aerial surveys at 361 sites within the Kuparuk River basin during accuracy assessment of the land-cover map.

[IMean MSS NDVI values for the land-cover map.
¢ Sites 11 (MAT) and 24 (MNT).

#Sites 11 (MAT) and 24 (MNT). Time intervals for measurements: site 11,1 Jun-31 Aug 1995; site 24, 16 Jun-31 Aug 1995.
" Sites 11 (MAT) and 17 (MNT). Time intervals for measurements: site 11, 6 Jun-31 Aug 1996; site 17,15 Jun-19 Aug 1996.

T+ Methane measurements at 37 plots at Toolik Lake region, Happy Valley and Deadhorse.

faster accumulation rate at the acidic site. Other soil data from MAT
and MNT sites throughout the basin do not show a similar con-
sistent trend of more carbon in the MAT soils (Table 1), presumably
because there is a wide diversity of genetic environments, including
MNT fen and fluvial sites, and MAT sites on a variety of surface ages.
Other studies, however, show that MNT soils have consistently
lower C:N ratios (15 versus 20)"!, greater microbial activity and
more highly decomposed organic fraction”. The relative winter
CO, flux rates of MNT and MAT remain unresolved®.
Extrapolations of trace-gas fluxes and soil carbon based solely on
numbers from the more extensively studied MAT, as has been done
in all previous high-latitude extrapolations, results in large errors.
For example, in the map area of Fig. 1, this would overestimate gross
photosynthesis by at least 35%, respiration by 140%, net CO,
uptake by at least 15%, and methane flux by 140%. Similar, but
more diffuse, pH boundaries separate worldwide zonal tundra
types. MNT corresponds to the sedge-dominated ‘typical tundra’
of Russian authors, whereas MAT corresponds to shrubby ‘southern
tundra’’®>. Over century to millennium time scales, we expect that
zonal soil pH boundaries will shift northwards in response to
climate warming, deeper winter snowpacks and reduction of loess
sources. Regions with declining soil pH will show a decrease in soil
heat flux and large increases in methane flux and carbon storage in
the plant canopy.
Methods
Site selection. In the summers of 1995 and 1996, several sites were monitored
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to characterize the energy and trace-gas fluxes of arctic tundra’. Sites 3, 17 and
24 have MNT and sites 4, 6 and 11 have MAT vegetation. To compare MNT and
MAT fluxes under nearly identical summer climates, we chose two sites about
7km apart (sites 3 and 4; Fig. 1b) on opposite sides of the pH boundary on
hilltops (224 and 332 m, respectively) with similar topography. The sites were
accessible by helicopter from Happy Valley and were as similar and homo-
geneous as possible, and were far enough from the Dalton Highway to eliminate
the effects of road dust.

Soils. Percentages of soil types and O-horizon thickness at sites 2 and 4 were
determined from 71 random points at each site. Soil classification is according
to the Gelisol Order in US soil taxonomy®. The pH values at all sites are from
surface samples collected at 39 random MNT and 24 MAT points within the
KRB basin. The mean O-horizon thickness for the same sites was determined
from 10 samples at each site. Bare-soil values for the KRB are visual estimates
from 261 sites visited during accuracy assessment of the land-cover map®. Soil
organic carbon was analysed on acid-treated samples using a Leco CHN-1000
analyser'".

Vegetation. The land-cover map of the KRB was derived from a mosaic of
Landsat Multispectral Scanner (MSS) images provided by the USGS EROS
Alaska Data Center®. The height of the plant canopy was determined from 340
random points each at sites 3 and 4. Percentage cover of moss and bare soil was
determined from four 50-m and two 70-m line transects at each site. Vascular
plant leaf-area index was measured with a LI-COR PCA 2000 plant canopy
analyser"” at 66 points at each site. Biomass is the mean dry mass of 10 random
20 X 50-cm clip harvest plots within sites 3 and 4. The normalized difference
vegetation index (NDVI) at sites 3 and 4 was determined from the pixel of the
Landsat MSS image centred on the sample sites. Mean NDVI for MNT and MAT
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within the KRB was calculated from the total set of pixels in each class in Fig. 1.
Flux measurements. Short-term flux measurements were made simulta-
neously at sites 3 and 4 from 19 Jun to 29 Jun 1995, using four heat-flux plates
and four temperature probes. Evapotranspiration and CO, flux were measured
using the eddy-covariance method with an Applied Technologies sonic anemo-
meter and LI-COR 6262 infrared gas analyser mounted on 2-m towers”. The
mean and standard error for energy flux, gross primary production and
evapotranspiration at sites 3 and 4 were calculated on the basis of 30-min
averages. CO, fluxes at sites 11, 17 and 21 were determined using eddy-
covariance methods and 2.5-m towers®. Mean values and standard errors at
these sites were calculated using the daily mean CO, fluxes. The daily methane
fluxes were integrated over the thaw period to obtain annual emission. Winter
methane fluxes were assumed to be zero. CH, flux was measured during the
thaw season, Jun—Aug, at 27 MNT and MAT sites along the Dalton Highway in
1996 using a static chamber method™. Air samples were taken over periods of
30-45 min and were analysed on a gas chromatograph equipped with a flame
ionization detector.
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A major obstacle to conserving tropical biodiversity is the lack of
information as to where efforts should be concentrated. One
potential solution is to focus on readily assessed indicator
groups, whose distribution predicts the overall importance of
the biodiversity of candidate areas”. Here we test this idea, using
the most extensive data set on patterns of diversity assembled so
far for any part of the tropics. As in studies of temperate
regions’®, we found little spatial congruence in the species
richness of woody plants, large moths, butterflies, birds and
small mammals across 50 Ugandan forests. Despite this lack of
congruence, sets of priority forests selected using data on single
taxa only often captured species richness in other groups with the
same efficiency as using information on all taxa at once. This is
because efficient conservation networks incorporate not only
species-rich sites, but also those whose biotas best complement
those of other areas’"". In Uganda, different taxa exhibit similar
biogeography, so priority forests for one taxon collectively repre-
sent the important forest types for other taxa as well. Our results
highlight the need, when evaluating potential indicators for
reserve selection, to consider cross-taxon congruence in comple-
mentarity as well as species richness.

By containing elements of both East African savannas and Central
African rain forests, Uganda boasts more species for its size than
almost any other country in Africa’. Much of this diversity is
restricted to 15,000 km? of forest reserves (which also contain non-
forest habitats) under the jurisdiction of the Uganda Forest
Department”. The aim of a five-year inventory of the woody
plants, large moths (saturnids and sphingids), butterflies, birds,
and small mammals (rodents and insectivores) of all of the principal
forest reserves was to provide information to the government
regarding a plan to protect ~3,000km” (20%) of the remaining
forest estate as a strict nature reserve'*'">. Forests were surveyed in
proportion to their area (see Methods). In total, nearly 100 man-
years of survey effort yielded records of 2,452 species.

Constraints on funding and expertise mean that surveys of this
magnitude will rarely be undertaken elsewhere in the tropics.
However, the size and taxonomic breadth of the Uganda data set
mean that it provides an exceptional opportunity to test ways in
which future priority-setting exercises could be conducted more
quickly and at lower cost. Here we focus on one widely proposed
short cut to establishing priorities for biodiversity conservation, and
determine whether survey data on just one or two putative indicator
groups can identify robust reserve networks capable of conserving
biodiversity as a whole".

T Present addresses: Wildlife Department, PO Box M239, Accra, Ghana (P.C.H.); Food and Agriculture
Organisation, PO Box 521, Kampala, Uganda (P.V.); World Wide Fund for Nature-Cameroon, PO Box
6776, Yaounde, Cameroon (T.R.B.D.); Groundtruth International Ltd, 4 Duck Lane, Oundle, Northants
PE8 4DY, UK (M.B.); Wildlife Conservation Division, Royal Forest Department, Phaholoythin Road,
Chatuchak, Bangkok 10900, Thailand (C.].D.); Makerere University Biological Field Station, PO Box 409,
Fort Portal, Uganda (J.S.L.); and Countryside Council for Wales, Park Street, Newtown, Powys SY16 1RD,
UK (RAM.).
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CUMULATIVE EFFECTS, PRUDHOE BAY OILFIELD, AK 5

included roadside dust, infrastructure-related flooding,
off-road vehicle traffic, and thawing of near-surface
permafrost (Walker et al., 1987) (Appendix S3).

A 2003 US National Research Council (NRC) study of
the cumulative effects of oil development on Alaska’s
North Slope (Orians et al., 2003) included a time-series
inventory of the total extent of infrastructure on the
North Slope (Ambrosius, 2003). Although the NRC
study recognized that climate change would likely have
numerous effects to sea ice and Arctic ecosystems, the
report concluded that climate change would not seri-
ously affect oil and gas activities on the North Slope
(Orians et al., 2003). This was based largely on the
assumption that cold, continuous permafrost, such as
that found in the PBO, is robust and not likely to thaw
even if the permafrost temperatures were raised several
degrees. Since the NRC study, several regional studies
have pointed to terrain and vegetation changes related
to climate change (Sturm et al., 2001; Jia et al., 2003;
Bhatt et al., 2010; Myers-Smith et al., 2011; Epstein et al.,
2012; Tape et al., 2012), including recent thawing of the
near-surface permafrost (Jorgenson et al., 2006).

Here, we update both the regional assessment of total
infrastructure extent from the NRC report (Orians et al.,
2003) and the analysis within three 20-km” areas previ-
ously analyzed in 1983 (Fig. 1) (Walker et al., 1987).
This article addresses the questions ‘How have oilfield
infrastructure and climate change affected the IRP land-
scapes of the PBO over 62-year of observations?” And
‘How have the initial geoecological conditions in the
region affected the changes?”

Materials and methods

Total North Slope oilfield infrastructure footprint

BP Exploration (Alaska) Inc. maintains a time series of aerial
photographs and a set of topographic base maps (map scale
1 : 6000) of the PBO. Aerial photos taken in 1968 were used to
define the areas prior to most development. Infrastructure
changes were added from each successive analysis year (1973,
1977, 1983, 1988, 1994, 2001, 2006 2007, 2010, and 2011), creat
ing CAD files for calculating incremental changes for the area
shown in Fig. la. The files contained the areas covered by
gravel facilities, roads, and mine excavations. Indirect effects,
exploration facilities, riverbed gravel extraction, and other
impacted areas not covered by gravel facilities were not
included on these maps. Calculations were performed using
ARC View software in an Alaska State Plane, zone 4, NAD27
projection (Appendix S2).

Integrated geoecological and historical change maps

A detailed mapping approach was used to examine both
direct and indirect landscape changes within three 20 km?

areas (A, B, C, example shown in Fig. 1b). The set of aerial
photo missions used for the analysis included the years 1949,
1968, 1970, 1972, 1973, 1977, 1979, 1983, 1990, 2001, and 2010
(Table SC1). The methods used in the first analysis of cumula
tive effects of oil development (Walker et al., 1986a,b) were
modified for this update to take advantage of new advances
such as heads up digitizing, GIS database formatting and
improved infrastructure maps of the region. The database con
tained polygons coded with nine geoecological attributes:
dominant vegetation, secondary vegetation, tertiary vegeta
tion; percentage open water; landform; dominant surface
form, secondary surface form; dominant soil, and secondary
soil (Table SC2). Secondary and tertiary variables were
mapped if they covered more than 30% of a map polygon.
Eighteen infrastructure related change attributes, and six non
infrastructure related change attributes were also mapped
(Table SC2).

Results

North Slope oilfield infrastructure footprint

Results for the entire oilfield are presented by number
of infrastructure items, length of linear infrastructure
items, and area covered by facilities (Fig. 4a c respec-
tively). As of 2011, there were 127 production pads, 25
facility pads, 145 support pads (power stations, camps
staging areas, etc.), 103 exploration sites, 13 offshore
exploration islands, 7 offshore production islands, 9 air-
strips, 4 exploration airstrips, 2037 culverts, 27 bridges,
50 caribou crossings, and one active landfill. The num-
ber of these infrastructure items increased rapidly
between 1968 and 1983 and more slowly since then.
The number of exploration pads decreased slightly
after 2001, but increased again after 2007 (Fig. 4a and
Table SB1).

The road network consisted of 669 km of gravel
roads, 154 km of abandoned peat roads, 12 km of
causeways, 96 km of abandoned tractor trails, and
54 km of exploration roads with thin gravel or tundra
scars. Similar to the number of facilities, the total length
of roads increased rapidly until 1988 and then leveled
off at 931 km (Figs 1a and 4b). The 790-km pipeline
network includes groups of parallel pipelines elevated
1 2 m above the tundra surface on vertical supports.
Pipeline corridors included anywhere from 1 to 21
closely spaced parallel pipelines with diameters up to
60 cm. The length of major powerlines with towers
totaled 541 km (Table SB1).

The total oilfield infrastructure covered 7429 ha of
the North Slope by 2011, mainly consisting of 2345 ha
of gravel pads, 2737 ha of gravel mines, and 1255 ha of
gravel roads and causeways (Fig. 4c). Impacted areas
also included airstrips (125 ha), offshore gravel
pads and islands (82 ha), exploration sites (290 ha),

© 2013 John Wiley & Sons Ltd, Global Change Biology, doi: 10.1111/gcb.12500
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release of nutrients and wetter soils. The mineral and
organic matter insulates the trough bottoms and slows
the thawing of ice wedges, eventually stabilizing the
landscape in a new configuration with higher centers
and deeper troughs. In areas with cold climates, a new
generation of ice wedges may start to form. These
wedges penetrate into the previous generation of
wedges that were truncated by thermokarst (Fig. 9, two
right boxes with blue arrows). If the climate remains
favorable for ice wedge growth, the melted wedge-ice
eventually reforms and returns the landscape to its
original condition.

The second (unstable or irreversible) scenario (Fig. 9,
red arrows) usually occurs where there is disturbance
to the central part of the polygons, as often occurs in
areas in close proximity to infrastructure. This scenario
is more severe because the reduction in the protective
organic layer can lead to thawing of the upper perma-
frost in the polygon center, rapid erosion of the edges
of the polygon, and subsidence of the entire polygon.
Further thermokarst development results in continuing
ground subsidence, and to the formation of a shallow
thermokarst pond above the polygons. This leads to
accelerated thermokarst and relatively fast degradation
of ice-rich soils under the pond.

Consequences to ecological systems

The areas that have been affected by extensive ther-
mokarst in the PBO exhibit major ecological changes.
No detailed plot-based studies of vegetation changes
related to the transformed landscapes were available
for this report, but a photographic survey of the road-
side areas in map B in summer 2013 showed that
numerous areas that were previously low-centered
polygons as late as 1983 have been converted to well-
drained high-centered polygons. The redistribution of
water on the tundra surface has changed the plant com-
munities. The vegetation in the centers of the polygons
has been converted from a wet sedge, moss tundra to
either a moist sedge, prostrate dwarf-shrub, moss tun-
dra or, in more extreme situations particularly near
heavily traveled roads where there has been continuous
input of dust for the past 40 years, to a dry prostrate
dwarf-shrub, grass, forb tundra (Fig. 2) (Walker, 1985).
Many low-centered polygon troughs that previously
had wet sedge, moss tundra are now ponds with up to
a meter of water with either no vegetation or with
aquatic sedges.

The thermokarst terrain is more topographically
complex than the initial condition. The changes in
hydrology and vegetation undoubtedly affect the distri-
bution and abundance of a wide variety of organ-
isms including insects, shorebirds, waterfowl, small
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mammals such as voles and lemmings , and could in
turn affect the patterns of use by prey species (Batzli &
Jung, 1980; Brown et al., 2007). Increases in surface
water may increase the habitat of some waterfowl
species harvested by village residents of the region
(Ward et al., 2005). The implications of thermokarst
on the habitat and distribution of fish species, such as
the three-spined stickleback (Gasterosteus aculeatus)
and broad whitefish (Coregonus nasus), are not well-
understood, nor are the overall effects on lakes and out-
puts to streams and rivers. Surface water distribution
and extent, and connectivity among water bodies
influence fish abundance by affecting their access to
seasonally important overwintering, spawning, and
rearing habitats (M. Wipfli, personal communications).
The altered hydrology associated with widespread
thermokarst formation also has implications for tundra
CO, and methane exchanges (Schuur et al., 2009;
Sturtevant et al., 2012).

Consequences to engineered and social systems

The negative consequences of thermokarst to infra-
structure are well-known and extensively documented
(US Arctic Research Commission Permafrost Task
Force, 2003; Streletskiy et al., 2012). The additional
maintenance and replacement costs due to climate
change on public infrastructure in Alaska is estimated
at $3.6 6.1 billion through 2030, but it is difficult to iso-
late the projected costs of thermokarst from other
climate change effects (Larsen et al., 2008). Within the
PBO, thermokarst affects rehabilitation efforts at sites
where gravel has been removed (e.g. former gravel pad
or road) and trenches where cables and pipelines are
buried, resulting in subsidence that greatly exacerbates
the cost of rehabilitation (Streever, 2012).

Situations similar to those in the PBO also occur in
villages. High-resolution satellite images show that
thermokarst has become extensive within the village
road network at Nuigsut, west of the PBO. Deeper ther-
mokarst (up to 2 m) occurs in the sandy eolian deposits
west of the Colville River (Lawson ef al., 1978), and
much deeper thermokarst (up to 5.5 m) occurs in the
thick, silty, organic-rich, and extremely ice-rich yedoma
deposits of the northern Arctic Foothills (Lawson, 1983;
Carter, 1988; Kanevskiy et al., 2011; Shur ef al., 2012).
Apart from current rough projections of costs related to
relocation of Alaskan villages facing erosion problems,
we are unaware of any cost estimates for private or
industrial infrastructure on the North Slope related to
thawing permafrost. Future effects are difficult to pre-
dict especially when combined with simultaneous
rapid changes to climate, political, and socio-economic
factors, and oil drilling technology.

© 2013 John Wiley & Sons Ltd, Global Change Biology, doi: 10.1111/gcb.12500
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Value of long-term studies of a rapidly changing
ecosystem

When the PBO studies began in the 1970s, none of the
now-senior authors who were involved foresaw the
possibility of the rapid transitions that are occurring
now. For over 20 years, the areas that were not affected
by oilfield infrastructure showed little change. Based
on the mapped information and current air and perma-
frost temperature trends, starting in 1990 we are wit-
nessing landscape changes that will have major
implications for much of the Arctic Coastal Plain. The
conceptual model of thermokarst formation presented
here and the description of the characteristics of areas
most vulnerable to thermokarst will help in the devel-
opment of predictive models of how thermokarst
spreads in different climate-change and infrastructure
scenarios.
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INTRODUCTION

J.J. Taylor, T. Viavant, D. Williams and D. Yokel
e vast area north
(Fig. 1). Its land

T 000 mi?), an area

roughly the size of Minnesota, most of which is wetland
habitat underlain by permafrost and part of which contains
the largest operating oil fields in the United States. The
nearshore and offshore waters of the Chukchi and Beaufort
seas add another 295000 km? (114000 mi?) and hold what
may be the largest undeveloped oil reserves remaining in
the United States. The region is home to an abundant and
diverse array of fish, wildlife, and plants, resources that sup-
port the vibrant subsistence culture of about 6000 Ifiupiat
Eskimos. The caribou herds that summer on the North Slope
are an important food resource for Ifiupiat communities,
as are some native plants, bowhead whales, beluga whales,
four species of ice seals, and walruses living in the Beau-
fort and Chukchi seas. Further, Alaska’s North Slope is at
the forefront of global climate change, with an increase in
mean annual temperature of about 1°C per decade in Bar-
row, Alaska (ACRC, 2008).

Federal, state, and local agencies manage the biotic and
abiotic resources of the North Slope to maintain fish and
wildlife populations and their habitats while also allowing
energy development. The laws and regulations applied by
government agencies managing the North Slope are rigor-
ous, complex, and often controversial.

Appropriate management requires information that can
be gained only through applied research. We provide a brief
history of applied research on the North Slope, introduce
the North Slope Science Initiative (NSSI) as an organiza-
tion tasked with improving the coordination of science
across the region, and posit applied science priorities that
are essential for successful and informed management.

HISTORY OF NORTH SLOPE APPLIED SCIENCE

The earliest attempts to understand the North Slope
region undoubtedly occurred when Ifiupiat people and their
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predecessors shared information immediately relevant to
their survival (Chance, 1990). Much later, a tradition of sci-
ence grew from work initially undertaken during mapping
expeditions, such as that of Rochfort Maguire and Dr. John
Simpson during their sojourn near Barrow from 1852 to
1854 (Maguire, 1988). This tradition grew during the First
International Polar Year in 1882—83 and through Diamond
Jenness’s anthropological studies during the 1913 Karluk
expedition (Jenness, 1957). The presence of oil seeps led
to establishment of the Naval Petroleum Reserve Number
4 in 1923. Exploratory drilling for oil and gas in the Alas-
kan Arctic started during World War II, and the Office of
Naval Research established what would eventually become
the Naval Arctic Research Laboratory (NARL) in Barrow
in 1947 (Reed, 1958; Norton, 2001a). By 1948, a Scientific
Advisory Board had been established for NARL, and nine
research projects were underway, including work sponsored
by multiple government agencies (Schindler, 2001). Over
the decades, Barrow became a center for research activity,
including ice island research, field studies across the North
Slope, and the establishment in 1970 of the International
Biological Programme’s Tundra Biome project funded by
the National Science Foundation (NSF). Following transfer
of NARL to the Ukpeagvik Ifiupiat Corporation, the Bar-
row Environmental Observatory (BEO) was established
and subsequently zoned as a scientific research district. The
Barrow Arctic Science Consortium was established in 1995
to promote science in the region, integrate scientists with the
local community, and assist with management of the BEO.
To the southeast, adjacent to the TransAlaska Pipeline,
in 1975 the National Science Foundation and the University
of Alaska established the Toolik Field Station, which has
hosted an Arctic Tundra Long-Term Ecological Research
Program for freshwater and terrestrial field studies since
the late 1980s. To the east of the pipeline lies the Arctic
National Wildlife Refuge, where wildlife and wilderness
studies began in the 1950s and continue into the present.
The discovery of economically recoverable oil in 1968
about 240 km (150 mi) east of Barrow and the subsequent
development of oilfields spawned efforts to collect base-
line data and to assess environmental impacts. Research
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FIG. 1. The North Slope of Alaska.

was supported by various government agencies, private
companies, and nonprofit organizations, but communica-
tion between these groups was often limited. Nevertheless,
attempts to integrate science across disciplines occurred.
For example, in the 1970s the U.S. Department of the Inte-
rior and Department of Commerce collaborated on the
Outer Continental Shelf Environmental Assessment Pro-
gram, an integrated marine and coastal field research pro-
gram relevant to management needs (NOAA, 1978). Over
time, this work evolved into the ongoing Environmental
Studies Program of the Bureau of Ocean Energy Manage-
ment, Enforcement, and Regulation (formerly the Minerals
Management Service) and led to the production of multiple
long-term data sets in coastal oceanography, biology, and
social systems.

A number of book-length reviews have summarized
work relevant to managers (e.g., Truett and Johnson, 2000;
Norton, 2001b; NRC, 2003). These publications and other
efforts promoted the benefits of an integrated, cross-
disciplinary approach to science in terrestrial and marine
environments.
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In the last decade, several efforts to enhance coordina-
tion of applied, management-oriented Arctic science were
initiated. In 2004, the Alaska Ocean Observing System
began with a mission of improving the ability to detect
change in marine ecosystems. In 2009, the Department of
the Interior initiated an Arctic Landscape Conservation
Cooperative as well as an Alaska Climate Science Center.
In 2010, the National Oceanic and Atmospheric Admin-
istration proposed a National Climate Service that will
include an Arctic section. Additional programs include the
interagency Study of Environmental Arctic Change and the
National Science Foundation’s Arctic Observing Network.

All of these groups are tasked, to some degree, with fos-
tering cooperative and intergovernmental approaches to the
scientific understanding of North Slope ecosystems. The
role of each of the current efforts is not clearly delineated,
but the groups are working together and attempting to share
data and information tracking systems, as well as striving
to limit duplication of effort and to advance relevant science
in the interest of best management practices.
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THE NORTH SLOPE SCIENCE INITIATIVE
AND THE ISSUE PAPERS

Recognizing the need for enhanced coordination of
applied science, federal, state, and local governments col-
lectively formed the North Slope Science Initiative (NSSI)
in 2001. The NSSI was formally authorized under the
Energy Policy Act of 2005 (Section 348), with a broad leg-
islative mandate to implement efforts to coordinate applied
science needs relevant to resource managers on the North
Slope. Its membership comprises 14 management entities
(see Appendix).

The organizational structure of the NSSI allows for
direct interaction between an oversight group staffed by
high-level agency executives, an internal advisory group
staffed by experienced agency personnel, and an external
advisory group staffed by Ifiupiat elders and scientists from
universities, nonprofit organizations, and industry. This
external advisory group, called the Science Technical Advi-
sory Panel (STAP), is a 15-member committee established
under the Federal Advisory Committee Act, making it
independent of direct agency supervision. The NSSI issues
an annual report to Congress through the Department of the
Interior (www.northslope.org).

Soon after its formation, the NSSI asked the STAP to
summarize issues important to North Slope management
(Table 1). Broad topics were identified by agency executives,
and questions and specific issues related to each broad topic
were developed by experienced agency regulators and sci-
entists. Working through an iterative process that combined
input from agencies with information and opinions from
external subject-matter experts, the STAP developed the
issue papers. The first 13 of these issue papers were released
to the public in late 2009 (see http:/www.northslope.org/).

PRIORITIES FOR NORTH SLOPE
APPLIED RESEARCH

Priorities for Individual Issues

Each of the issue papers provided recommendations
for future applied research likely to be relevant to man-
agers, but the papers were written independently of one
another. After reviewing the issue papers, the NSSI Over-
sight Group asked the STAP to develop a prioritized list for
future applied research and to assess how various issues
might be related to one another.

As an initial step toward prioritizing applied research,
the STAP collectively and by consensus assigned each issue
(with the exception of “weather and climate,” which was
addressed separately) to one of three “state of knowledge”
categories:

* issues that are reasonably well understood and for which
research is sufficient to address most current manage-
ment questions;
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* issues that are less well understood and require addi-
tional research and monitoring to address management
questions; and

« issues that are poorly understood and require substantial
additional research and monitoring to address manage-
ment questions.

Importantly, most of the issues are interdependent to
some degree. For example, changes in active layer thick-
ness above permafrost will likely result in changes to
hydrology, which in turn will affect vegetation, and through
vegetation, caribou and some bird populations. A concep-
tual model was developed displaying these issues and their
interconnectedness (Fig. 2).

In addition, the amount of time needed to generate
meaningful results was estimated. For example, meaning-
ful results from restoration experiments, permafrost stud-
ies, and assessment of vegetation change will require at
least 10 years because of the slow growth of plants and the
slow response of permafrost. To consider “time to mean-
ingful results,” the STAP collectively and by consensus
estimated the number of years (in 5-year increments to a
maximum of 20 years) likely needed to move a topic from
“requires substantial additional research” to “requires addi-
tional research,” or from “requires additional research” to
“research is sufficient” (Fig. 2).

Because some forms of research are much more expen-
sive than others, “state of knowledge” and “time to mean-
ingful results” categorizations should not be interpreted
as suggesting funding levels. For example, “vegetation
change” and “migratory birds” were both categorized as
requiring additional research, but at least some aspects
of vegetation change can be studied using remote sensing
techniques with limited field validation, whereas migratory
bird studies require substantial field efforts. In addition,
a categorization of “research is sufficient” was not meant
to justify a reduction in funding. Even the best researched
issues require an ongoing investment in monitoring. After
considering information on relationships between issues,
the state of knowledge for each issue, and the estimates of
time to meaningful results, the STAP prioritized the top
three most pressing applied research topics for each issue
(Table 1).

Overarching Priorities

Throughout development of the issue papers and dur-
ing prioritization of applied research topics, five broadly
applicable overarching priorities emerged: (1) systematic
assessment of the range of potential development scenarios
for 20 years into the future in a manner that will contrib-
ute to refinement of specific research priorities; (2) system-
atic assessment of the range of potential climate scenarios
for 20 years into the future in a manner that will contribute
to refinement of specific research priorities; (3) enhanced
and well-organized collection of climate and weather data
across the North Slope in a manner that will facilitate
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TABLE 1. The North Slope Science Initiative issues and associated “top three” applied science priorities identified by the
Science and Technical Advisory Panel.

Issue

Weather and climate

Changing sea ice conditions

Coastal salinization

Coastal and riverine erosion

Increasing marine activity

Fire regime

Contaminants

Hydrology and lake drying

Prioritv 1

* Inventory and assess existing
meteorological stations and
perform gap analysis

Collect sea ice data at spatial
and temporal scales relevant to
users and modelers

Investigate the effect of
increased salinity on vegetation

Inventory and make broadly
available all coastal imagery

Understand future scenarios of
marine activities

Monitor recovery following
tundra fires

Monitor levels to detect change
in air, water, soil, and biota

Develop a stream gauge
network complemented by
meteorological stations

Permafrost (including active layer) - Increase permafrost monitoring

Vegetation change

Caribou

Migratory birds

Marine mammals and their prey

Ecological restoration

Fisheries

Social impacts

on representative landscapes

Expand monitoring for
vegetation change

Inventory data, improve
availability, and improve
coordination of future data
collection

Improve monitoring before,
during, and after development

* Increase knowledge of marine
mammals, their prey, habitat
use, impacts, and harvest, with
empbhasis on listed species

Develop a systematic long-term
research program, recognizing
time needed to obtain results

Develop an understanding of
subsistence use in past and
present.

Coordinate and review all
research involving North Slope
residents as human subjects

Priority 2

Pool resources from multiple
funding entities to install and
maintain new stations to fill gaps

Study the fate and effects of oil
spills

Develop models of coastal
salinization

Generate accurate and ground-
truthed baseline maps for
selected areas

Develop standard methods of
impact assessment, especially
underwater sound measurement
methods

Complete land-cover mapping
to facilitate understanding of
change

Evaluate toxicity levels and
monitor contamination in
subsistence resources

Develop remote-sensing
technologies to facilitate
mapping
Develop remote-sensing
technologies to facilitate
mapping

Inventory and evaluate existing
vegetation plot data

Develop understanding of
seasonal range use and harvests
(subsistence and sport)

Inventory key data and improve
availability

Increase long-term studies that
integrate information on marine
mammals, their prey, and the
environment

Develop seeding methods using
sedges commonly found on the
North Slope

Develop a single, accessible
database on local fish abundance
and distribution

Improve methods for inclusion
of local and traditional
knowledge in monitoring and
research of social and ecological
systems

Priority 3

 Develop a database that
integrates output from stations
with existing national archives

* Study oil spill response in
broken ice conditions

Understand the impact on
tundra of ice roads built with
saline water

» Instrument the coastline with
wind and wave sensors

¢ Increase broad availability of
existing data

Evaluate fire return intervals

Improve understanding of fate
and effects, especially from
discharges to broken ice

Use local knowledge in
planning and assessment
studies

Inventory existing data and
improve its availability

* Complete the North Slope land
cover map

 Improve communications
between researchers, managers,
and stakeholders

» Improve understanding of
impacts from spills, especially
in broken ice and ice leads

Understand the cumulative
effects from human activities,
including underwater sound

* Develop a clear understanding
of rehabilitation trajectory
during at least 20 years of
growth

Implement long-term studies
on fish, their habitat, and their
prey capable of differentiating
between changes from natural
and anthropogenic causes

* Implement systematic studies
of the implications of future oil
and gas development activities
on North Slope communities
livelihoods and well being
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FIG. 2. Sixteen issues or research topics relevant to the management of the North Slope and their influence on one another. All are
potentially affected by climate change and anthropogenic activity (i.e., development). Social impacts, which affect both local peo-
ple and the intrinsic value of intact ecosystems to people well removed from the Arctic, are influenced by all the other issues. The
strength of relationships is suggested by the thickness of arrows. Green represents topics for which research is sufficient to satisfy
most management questions; yellow topics are less well understood and require additional research support; and topics in red are
poorly understood and require substantial additional research. For topics in yellow and red, parentheses show the estimated time
needed (assuming reasonable funding support for research) to move a topic up to the next knowledge level.

improved regional climate modeling, verification of cli-
mate models, and application of data in research projects;
(4) regional coordination of existing long-term monitoring
projects; and (5) renewed and systematic efforts to improve
communication among managers, residents, and scientists
through initiation of frequent “place-based” workshops.

Potential Development Scenarios: An understanding
of the estimated size, location, and intensity of plausible
development activities in the foreseeable future, defined
here as the next 20 years, is important for prioritizing and
implementing temporally and spatially appropriate research
and monitoring. Because of many uncertainties, projecting
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future development scenarios will need to encompass a
range of possibilities, from the “least” to the “most” new
development. Both onshore and offshore development
should be considered, and energy development, commercial
shipping through ice-free routes, tourism, mining, commer-
cial fishing, road construction, military activities, and other
forms of development should be included.

Three realities must be addressed when considering
development scenarios. First, because of changing eco-
nomic conditions and the age of the two largest North Slope
oilfields, future scenarios based on linear projections of
past development rates will be of no value because future
developments will not employ the same designs used in
the past or follow the same progression. Second, while no
one entity has the expertise needed to responsibly consider
development scenarios on its own, by bringing together
expertise from the oil industry, the regulatory community,
the nonprofit community, the Ifiupiat community, and oth-
ers, it should be possible to consider a range of development
scenarios responsibly. Third, an initial projection of a range
of development scenarios should not be viewed as a static
model; instead, it should be systematically revised every
three to five years to optimize its usefulness in the planning
of applied research.

Potential Climate Scenarios: While it is clear that the
Arctic is warming, there is likely to be fine-scale spatial
and temporal variation in this warming pattern that will be
important to managing resources or activities on the North
Slope (Martin et al., 2009). Setting science priorities prop-
erly will require downscaling of climate models in a way
that facilitates understanding of potential ecological and
physical impacts at various spatial scales of interest to man-
agers (e.g., at the scale of watersheds, not continents) in the
next 20 years.

It is not enough to downscale models that produce only
average temperatures and precipitation. The spatial and
temporal variability in temperature and precipitation, plus
likely changes in wind directions and speeds, summer
rains, snowpack thickness and water content, timing of
freeze-thaw events, erosion, and other dynamic environ-
mental parameters need to be modeled in order to optimize
applied research prioritization.

Resources such as the circumpolar Arctic Climate
Impact Assessment (ACIA, 2004) and North Slope Spe-
cific Wildlife Response to Environmental Arctic Change
(“WildREACH”) (Martin et al., 2009) have been useful, but
climate change science cannot yet offer firm projections at
local and sub-regional scales across the North Slope. A sys-
tematic review of advances in climate modeling is needed,
as well as discussion of how modeling results may pro-
vide useful information about potential changes or impacts
likely to be experienced by fish, wildlife, and habitats. Such
a review should occur every three to five years as a way of
ensuring that North Slope applied research provides the
most relevant and recent information to resource managers
and decision makers.
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Climate and Weather Data: Meteorological data col-
lected at adequate spatial and temporal scales are necessary
for the development and validation of models underly-
ing climate scenarios. However, the existing meteorologi-
cal network on the North Slope of Alaska is haphazard at
best. Individual stations are operated by myriad groups and
agencies, are often short-lived, frequently use dissimilar
instrumentation, and are generally at low elevations along
the coast (in villages or in oilfields). There is a need to bet-
ter distribute stations, which will require installation and
maintenance of unmanned stations in extreme environ-
ments. In addition to the challenge of the harsh environment
itself, a successful network of meteorological stations must
address the costs of access, provision of power for real-time
transmission of data and images, and potential wildlife
damage to the instruments. There is also a need to install
meteorological stations where they can complement other
data collection efforts assessing variables such as stream
flow, snowpack conditions, active-layer thickness, perma-
frost thermal state, gas fluxes, and wildlife movements.

One way forward, as recommended in the NSSI issue
paper on weather and climate, is through a staged process
involving (a) inventory of all stations currently in place,
regardless of their capabilities; (b) assessment of the flexi-
bility of design in existing stations to determine if modifica-
tions in design and deployment are possible; (c) canvassing
of various end users to define clearly what information is
needed; (d) development of a gap analysis to understand
exactly what data or information is missing; and (e) pooling
of resources to support an integrated network. This process
should be overseen by a small working group of data collec-
tors and end users. Because cost has been the main obstacle
to development and maintenance of a spatially distributed
meteorological network, it is imperative to have the par-
ticipation, cooperation, and collaboration of all land- and
water-management organizations.

Coordination of Long-term Monitoring: Despite
the broad availability of a number of long-term monitor-
ing reports, many of the NSSI issue papers recognized the
need for additional long-term monitoring. Long-term mon-
itoring—defined here as monitoring that has occurred for
at least 10 years and is likely to be continued through the
foreseeable future—requires exceptional commitment on
the part of funding organizations. Monitoring must account
for a highly variable environment, a warming climate, and
anthropogenic stressors that affect the rates and pathways
through which many components of the Arctic ecosystem
interact. The involvement of North Slope communities in
ecological monitoring through residents’ observations and
understanding of change, in partnership with scientists,
may provide a useful way to achieve stronger integration
and a richer understanding of emergent conditions.

In many cases, two or more monitoring programs assess-
ing the same variables may use different methods that make
comparisons difficult or impossible. For instance, plant
surveys using quadrats produce different results than plant
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surveys using line transects, so that comparison of appar-
ently similar summary statistics may be problematic. While
adoption of standard protocols may seem beneficial, it does
not acknowledge the underlying reasons for different proto-
cols, such as differing research objectives or logistical con-
straints. Therefore, where possible, the means of comparing
results from data collected using different methods should
be developed. Similarly, on any one project, protocols may
change over time, making comparisons across time difficult
or impossible. As an example, changes over time in quad-
rat size or changes in plant identification skills make assess-
ment of ecological changes difficult. The degree to which
methods change over time must be understood, and if nec-
essary, a means of allowing comparisons across time must
be developed.

Moving beyond individual variables, the absence of
integration hinders understanding of cause and effect. For
example, failure to coordinate across topics and across tem-
poral and spatial scales makes it impossible to correlate fac-
tors such as rainfall and grazing. Although to date no single
report has summarized the key results of long-term moni-
toring projects from across the North Slope, reports such as
Neff (2010) and Douglas et al. (2002) suggest the value of
a coordinated effort and the possibility of data integration.

Improving Communication among Managers,
Residents, and Scientists: Information relevant to North
Slope management agencies is multidisciplinary, and col-
lectively the amount of information available is, by any
standard, overwhelming. As a result, it may be tempting for
specialists to work within their discipline, in relative isola-
tion from other disciplines. However, a clear need exists for
sharing information among disciplines in a way that makes
it accessible to resource managers and local residents. Fur-
thermore, successful sharing of information among manag-
ers, residents, and scientists requires communication that is
dependent on trust relationships across cultural boundaries.

One tool for improved communication could be the
broad use of tracking sheets describing proposed and on-
going studies and monitoring projects. Another is a one-
stop information exchange, such as the NSSI Data Catalog
and Project Tracking System (http://www.northslope.org).

Other approaches are needed to enhance oral communi-
cation. The annual Alaska Marine Science Symposium and
the Western Arctic Caribou Herd Working Group meeting
provide good examples of sharing information, but many
other issues could benefit from enhanced information shar-
ing. One approach is initiation of smaller place-based con-
ferences or workshops—that is, events that bring together
researchers, managers, and stakeholders with different
backgrounds and different areas of expertise to encour-
age communication across specialties, such as the recent
“Science, Natural Resources, and Subsistence in Alaska’s
Arctic Lands and Waters” meeting held in March 2011 in
Barrow, Alaska.
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CONCLUDING REMARKS AND A WAY FORWARD

Research is, in part, an entrepreneurial endeavor, with
proposals competing for often scarce resources on the
basis of intellectual merit. However, research on applied
problems—including problems related to management of
the North Slope—progresses most rapidly when resources
are strategically deployed to enable cooperation, collabo-
ration, and coherent development of relevant informa-
tion. Research proposals assessed on the basis of carefully
considered management needs are most likely to provide
results that are of immediate value to managers.

Coordination of research should not be equated with
control of research. The role of coordination is to help man-
agers and local residents understand what applied research
can realistically offer, to help scientists understand what
managers and local residents need, and overall to reduce
unwanted or unneeded redundancy while advancing com-
plementary efforts. The suggestions outlined here may
seem obvious when laid out in a systematic manner and in
the context of the NSSI issue papers. However, the current
reality of prioritization and funding of scientific research on
the North Slope and the degree to which it is useful to man-
agers and local residents suggest that what seems obvious
in retrospect may not be obvious at all. If acted upon, the
suggestions proposed here will lead to a step change in the
way applied science is done on the North Slope of Alaska
and, importantly, will dramatically increase the value of
this science.
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APPENDIX: NORTH SLOPE SCIENCE INITIATIVE
MEMBER AGENCIES AND ORGANIZATIONS.

* Alaska Department of Fish and Game

« Alaska Department of Natural Resources

* Arctic Research Commission

* Arctic Slope Regional Corporation

* Bureau of Land Management

* Bureau of Ocean Energy, Management, Regulation,
and Enforcement (previously Minerals Management
Service)

* National Oceanic and Atmospheric Administration,
National Marine Fisheries Service

» National Oceanic and Atmospheric Administration,
National Weather Service

» National Oceanic and Atmospheric Administration,
National Climate Service (proposed)

* National Park Service

* North Slope Borough

* U.S. Department of Energy

« U.S. Fish and Wildlife Service

* U.S. Geological Survey
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Science and Emotion, on
Ice: The Role of Science
on Alaska’s North Slope

BILL STREEVER

In a room full of people gathered to consider the
cumulative effects of development on Alaska’s North Slope,
aman captures the entire complex situation in just 40 words.
“You have to look at the data closely,” he says, “and think
about the science, but when you get up to the North Slope,
you'll hear those caribou go thundering past, and you’ll get
this gut feeling that you just can’t ignore.” There it is, in a nut-
shell: the juxtaposition of technical information on the one
hand, and the unavoidable presence of emotion on the other.

No one on the North Slope—either within the oil indus-
try or outside it—denies the importance of emotion in the de-
cisionmaking process. In talking to technical experts in Fair-
banks, Anchorage, and Barrow, and in the oil fields themselves,
it seems that the frustration does not stem from inclusion of
emotion in the decisionmaking process. Instead, it comes
from the indiscriminate mixing of science with emotion and
the failure to separate the two. It is a mix that has to some de-
gree polarized the scientific community. It is a mix that has
led to an us—them dichotomy and a “with-us-or-against-us”
attitude. It is a mix that has ended professional relationships,
contributed to early retirements, and, in at least one case, tor-
pedoed an otherwise perfectly viable romance.

Ted Rockwell, who regulates North Slope development
for the Environmental Protection Agency, points out that
both the personal ownership of ideas and the sense of ac-
complishment that accompanies the development of ideas can
become an emotional issue that clouds objectivity. Lloyd
Fanter, a veteran of the US Army Corps of Engineers who
works in the environmental regulatory arena, says that some
industry representatives become so attached to their ideas
about development that they refuse to consider alternatives
suggested by agencies and the public. “At some point,” he
says, “people lose perspective. My job is to bring balance to the
process. I work toward environmental integrity that is founded
on technical data—data from all sources, including govern-
ment scientists and industry scientists.”

Dave Trudgen has managed British Petroleum’s (BP) en-
vironmental research program on the North Slope for the past
2 years. He shows me a list of projects, with general categories
(lake recharge and restoration) mixed with animals (cari-
bou, polar bears, grizzly bears, ringed seals, marine fish, fresh-
water fish, eiders, snow geese, arctic fox, shorebirds, and
more) (Truett and Johnson 2000). “BP,” he tells me, “spends
somewhere between $5 million and $10 million each year on
environmental research.” The results of the research con-
tribute to improved environmental stewardship on the North
Slope. They are used to guide the placement, design, and op-
eration of oil industry infrastructure. In many cases, the re-
sults are also used to respond to concerns raised by non-
profit organizations and government agencies. But often, the
emotional baggage that comes with the topic of North Slope
development cannot be overcome by research. “The issues that
are most driven by emotion,” Trudgen says, “are caribou,
whales, and what people are starting to call arctic sprawl.
And the emotion is on both sides. Some people become at-
tached to ideas and don’t want to let them go, or they let ideas
become a personality issue. Some people in the industry be-
lieve we have solved the environmental problems, and they’re
sick of spending money on concerns that can never be re-
solved. Some people who are against industry believe that de-
velopment is wrong, and they’ll look through the data until

Bill Streever has worked in academics, government laboratories, and
the private sector and is involved with numerous nonprofit conser-
vation organizations. He is known primarily for his work in wetland
restoration, and he has published in many fields, ranging from in-
vertebrate ecology to environmental economics. His latest book, Sav-
ing Louisiana? The Battle for Coastal Wetlands, was released in Oc-
tober 2001. In December 2000, he began work as British Petroleum’s
environmental studies leader in Alaska. © 2002 American Institute
of Biological Sciences.
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they find something supporting that po-
sition. Most people are somewhere in
between the extremes—leaning one way
or the other, but somewhere in between.”

Arctic sprawl
Arctic sprawl—a phrase reputedly coined
by Bruce Babbitt, former secretary of
the interior in the Clinton administra-
tion, to describe the increasing size of
the North Slope oil fields—cannot be
denied. The first real oil strike came in
1968, in Prudhoe Bay, after more than 40
years of exploration. In 1977, the Prud-
hoe Bay field came on line, delivering
oil through the Trans-Alaska Pipeline to
Valdez and from there to markets in the
lower forty-eight. In 1981, the Kuparuk
field came on line, followed by Milne
Point, Lisburne, and Endicott in 1985,
1986, and 1987, respectively (BP and
Phillips Alaska 2001). By 2001, 18 fields
were sending oil south. By and large, the
spread of exploration has been to the
west, toward Barrow, and almost exclu-
sively on state-owned lands. But there has
also been movement east, toward the
Arctic National Wildlife Refuge, and off-
shore, into the Beaufort Sea. The most re-
cent exploration has moved onto feder-
ally owned land in the National
Petroleum Reserve, land originally set
aside by President Warren Harding in
1923 because of the belief, even then, in
its potential for oil production (Coates
1993).

The oil industry builds facilities on
layers of gravel, up to two meters thick,
that insulate the ground. Without gravel,

underlying permafrost would melt, leav-

ing sinkholes on the surface. In an An-  The gravel footprint in North Slope oil fields has changed over the last three
chorage conference room, red and green decades, as shown in the maps above.

lines cross a map projection—red for

gravel and green for pipelines. Prudhoe Bay sits at the center
of the map, at ground zero and almost completely hidden un-
der an exploding star of red and green. “The oil fields are grow-
ing,” states the presenter. “We're letting them bury the Amer-
ican Arctic.”

But even in Prudhoe Bay, the oldest and most developed
field, there remains a great deal of tundra—Iless than 3 per-
cent of the Prudhoe Bay landscape has been covered by
gravel. What the map shows at Prudhoe Bay—tundra buried
by roads and pipelines—can be interpreted as an artifact of
scale; as drawn, the roads and pipelines would translate to
a width of 300 meters on the tundra. But if they were drawn
any finer, in keeping with the map scale, they would be

180 BioScience * February 2002 / Vol. 52 No. 2

hairlines, barely visible. The width of the lines, coupled
with a strong reaction to lost wilderness, might suggest a
larger impact than actually exists. However, the lines, despite
their width, may not capture indirect impacts. Ted Rockwell,
in talking about the footprint, likes to distinguish between
what he calls the “actual footprint,” the “effective footprint,”
and the “perceived footprint.” The map exaggerates the ac-
tual footprint, but the effective footprint may affect wildlife
for some distance beyond the lines on the map, and the foot-
print as perceived by some individuals may cover an even
greater area.

Steve Taylor, a long-term environmental manager and ad-
visor to the oil industry, explains arctic sprawl in terms of an
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evolution of technology. “People look at Prudhoe Bay,” he says,
“and they don’t realize that what they are seeing is 1970s
technology. Look at the Kuparuk field. Prudhoe Bay has 50
gravel production pads, and Kuparuk has 49. But Prudhoe
Bay’s footprint is two-and-a-half times bigger than KuparuK’s.
The industry learned from Prudhoe Bay. If we built Prudhoe
Bay today, it would be less than one-third of its size. But this
is an emotional issue. You look at a map, and the industry is
growing.”

The Kuparuk field came into production just 4 years after
Prudhoe Bay. Since then, gravel footprints have become even
smaller (Gilders and Cronin 2000). In the early days, gravel
pads included impoundments, called “reserve pits,” for stor-
age of drilling mud and other liquids, but since 1987 these
waste liquids have been injected below ground into stable ge-
ological formations. Drilling equipment has been redesigned
to allow close spacing of wells. Directional drilling, which can
allow access to oil reservoirs more than 5 miles from a gravel
pad, reduces the need for large numbers of pads. Some of the
new fields are roadless developments, meaning that they are
not connected to Prudhoe Bay by gravel roads. The pipelines
running to Prudhoe Bay are built and maintained from tem-
porary ice roads during the long winter season, and person-
nel and supplies move in and out by air during the warmer
months.

While it is true that gravel covers well under one-quarter

of 1 percent of the North Slope—Iless than 45 out of a total
0f 230,000 square kilometers—it is also true that the gravel
is concentrated in certain areas, such as Deadhorse, a staging
area for the oil fields. In addition, the gravel leaves long, thin
lines across the landscape in the form of roads that may have
impacts beyond those captured in
measurements of the area covered.
Dave Yokel, a wildlife biologist who
works for the federal government,
echoes Ted Rockwell’s concerns.
“How spread out is the gravel?” he
asks. “Isn’t it really a line of gravel,
or a network of gravel lines? And
what does that mean in terms of
environmental impact? Pipelines
and power lines add to the foot-
print. And there is the issue of habi-
tat fragmentation.”

There have been attempts to re-
verse arctic sprawl through restora-
tion of abandoned gravel pads and
roads (e.g., McKendrick 1991, Jor-
genson and Joyce 1994). Jay
McKendrick, a retired professor and
a consultant to industry, has worked
for two decades to develop restora-
tion methods that can be applied
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and on one pad in the Prudhoe Bay field, he maintains a com-
plex experiment, now more than 10 years old. In many cases,
restored sites are similar in appearance to natural areas. But
real progress with restoration, McKendrick believes, is not a
technical issue. “We need to decide what we want out here,”
he says. “The instinct is to say that we should put the land back
to what it was, back to tundra. We may be able to do that in
some cases, with enough time and money. But is that really
what we want?”

Everyone, it seems, has an opinion. For some, restoration
to a tundra landscape will not suffice; development has oc-
curred, and even if every sign of its presence is removed, it has
converted wilderness to something less than wilderness. De-
velopment has changed natural tundra to palimpsest, creat-
ing a film of human history that can never be erased. For oth-
ers, gravel pads and gravel roads provide habitats that are
otherwise rare on the North Slope—they point to data show-
ing that caribou use gravel pads and roads for insect relief, and
they see the expense and risk of removing every sign of de-
velopment not only as a waste of money, but as poor wildlife
stewardship.

Caribou

Long before development became a reality on the North
Slope, caribou became a flagship species for the Arctic. Collins
and Summer, writing in a 1953 Sierra Club article, described
caribou migrations and then said, “Now we know what it must
have been like to see the buffalo herds in the old days” (quoted
in Coates 1993, p. 97). Today, similar statements are often heard
about the Arctic National Wildlife Refuge’s Porcupine cari-
bou herd.

when the oil runs out. He has Jay McKendrick examines Descuriania sophoides (Northern tasty mustard) plants

seeded and fertilized dozens of sites

scattered across the North Slope, Exploration (Alaska).

established on an abandoned gravel pad. Photograph by David Predeger, © BP
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Caribou are a common sight in North Slope oil fields. Photograph by John Warden, © BP

Exploration (Alaska).

In February 2001, Ken Whitten, a retired biologist who spent
25 years studying caribou for the Alaska Department of Fish
and Game, published an opinion piece in the Anchorage Daily
News warning that development of the Arctic National Wildlife
Refuge would jeopardize the Porcupine caribou herd (Whit-
ten 2001). His piece, it might be argued, called for application
of the precautionary principle, because data showed that
cows with calves avoid development and pipelines may deflect
caribou movement. Matt Cronin, a molecular geneticist and
wildlife biologist who has been working as a consultant to the

The size of the Central Arctic herd (CAH) of caribou has
increased since 1972. Data are from censuses and
estimates by the Alaska Department of Fish and Game,
US Fish and Wildlife Service, and Bureau of Land
Management.
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government and industry in
Alaska for 15 years, responded
to Whitten’s editorial (Cronin
2001). Cronin listed, as bullet
points, what he believes to be
the objective facts of oil indus-
try effects on caribou. He
pointed out that the Central
Arctic Herd has grown since
development took place—from
5000 animals in the mid-1970s
to 27,000 animals today. Fur-
ther, he pointed out that cari-
bou density and calf produc-
tion are as high in oil fields as
they are in undeveloped areas,
and that caribou do use and
travel through developed areas.
In Cronin’s rebuttal, also pub-
lished in the Anchorage Daily
News, the irritation cannot be
missed: “Whitten,” Cronin
wrote, “was selective in pre-
senting information.”

When I mention these editorials to Dave Yokel, the wildlife
biologist, he says that both Whitten and Cronin are respectable
scientists, despite the divergent viewpoints. “The growth of the
Central Arctic Herd is an undeniable fact,” Yokel adds. “But
we have to look at that in context. Other North Slope herds
have also grown dramatically in the past 20 years. The real
question is, ‘How much did the Central Arctic herd grow
relative to how much it would have grown in the absence of
industry?” And we can’t answer that. I attend meetings, and
people around me will have answers to tough questions, like
the question about caribou. They’ll make statements with cer-
tainty. But I just don’t know. An unbiased look at the data
leaves more questions than answers.”

Whales

Several hundred people gather in Hopson Middle School’s
gymnasium for the Arctic Economic Development Summit.
The gymnasium itself could be from almost anywhere—a
team logo is painted on one wall, a scoreboard is mounted
on another wall, and basketball hoops hang from the ceil-
ing. But this is not “almost anywhere”; this is Barrow,
Alaska, the largest permanent settlement on the North
Slope and home to some 4000 residents, mostly Inupiaq na-
tives. Outside, the temperature is —20 degrees Fahrenheit.
The talk here is about the future, and, repeatedly, the im-
portance of today’s children in tomorrow’s world. “For a lot
of us,” one speaker says, “subsistence is our only way of life.
Development should not be at the expense of our subsis-
tence way of life.”

The speaker refers to the hunting life style that has evolved
over thousands of years and that continues to provide both
physical and cultural sustenance to the community. The
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mayor, who is also a whaling captain,
adds to this sentiment: “We from the
North Slope Borough,” he says, “have
fostered development offshore and on-
shore, but we have protected our sub-
sistence way of life first and foremost.
Priority number one is protecting our
way of life”

Emotions run high on both sides
where industrial development is con-
cerned. On the one hand, the oil indus-
try provides a source of income. On the
other hand, people worry about the sur-
vival of their culture. A large part of this
culture is tied to the spring and fall bow-
head whale hunts. It is little wonder,
then, that activities that could harm
whales evoke strong responses.

While emotions run high, there is an
interest in science and scientific research
that cannot be missed. Tom Albert, a
scientist employed by the North Slope
Borough and a recent recipient of a re-
tirement award presented by the Bar-
row community, has pointed out that
North Slope residents are interested in the outcomes of en-
vironmental studies, perhaps more so than residents any-
where else in the United States (Albert 2001). But this inter-
est in and appreciation of science has not been without
problems. In the 1970s, a “scientific” census undertaken by the
National Marine Fisheries Service estimated the bowhead
whale population at about 1300 animals (Tillman 1980). In
response, the International Whaling Commission prohib-
ited subsistence hunting of bowheads in 1978, writing, “from
a biological point of view the only safe course is to reduce the
kill of bowhead whales from the Bering Sea stock to zero” (In-
ternational Whaling Commission 1979, p. 48). The native
community did not believe the census results. The census was
based on visual observations of whales swimming through
open water leads near shore. However, native hunters knew
that bowheads swam long distances under ice and used leads
further offshore, well away from census observers. In a writ-
ten statement, one group of respected hunters blamed sci-
entists for what they saw as unreasonable interference with
their way of life: “There are a lot of bowheads out there that
the scientists aren’t counting. Many are out in the ice and there-
fore are not seen when they pass by Barrow. As a result of poor
counting, the scientific community helps put these unfair
quotas upon us” (Albert 2001).

Later, under the guidance of Tom Albert and others, im-
proved census methods were developed. The improved meth-
ods coupled traditional knowledge of whale behavior with sci-
entific methods, which combined hydrophone and visual
observations with complex statistical methods. In one in-
stance, observers saw only three whales, but hydrophones
tracked 130 whales under the ice. Population estimates were
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Shown here is a whaler and his umiaq (traditional skin boat) on the ice pack near
Point Hope. Photograph © BP Exploration (Alaska).

revised upward, to 4417 in 1985, 7200 in 1987, 7800 in 1988,
and to 8200 in 1996 (Raftery and Zeh 1998). As a result, the
International Whaling Commission backed down from the
prohibition on subsistence hunting.

The residents of Barrow have not forgotten this experience.
To some degree, it left an atmosphere of distrust that hindered
sharing of traditional knowledge with scientists. This dis-
trust was overcome in part by the efforts of the late Harry
Brower, Sr., a native whaling captain and an employee of the
Naval Arctic Research Laboratory, who helped convince other
whalers that good science could help their cause and that sci-
entists would benefit from their traditional knowledge (Al-
bert 2001).

Today, natives are concerned about the impact of oil de-
velopment on whales (BP 2001). The problem, or at least one
of the problems, is noise. The whalers are concerned that
construction noise from offshore development may push the
migrating whales further out to sea, making it harder to hunt
the whales. Seismic surveys, which use arrays of air guns to
send sound pulses into the ground in search of oil-bearing for-
mations, are known to displace whales from their normal mi-
gration patterns by tens of kilometers. Seismic surveys are now
timed to avoid impacts on whales. Currently, the first major
offshore development—the Northstar project—is under con-
struction in the Beaufort Sea. Hydrophones are deployed to
quantify sound from construction and to determine the dis-
tance at which construction noise is lost in the ambient noise
of the Beaufort Sea. While North Slope residents await results
of this study with interest, they remain skeptical after their ex-
perience with the early whale census. It is not unheard of for
scientists engaged in public meetings to be called liars or
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worse, and those scientists working in this arena have two
choices: leave or grow thick skin.

A role for science

“Decisions about the oil industry on the North Slope are not
driven by science,” Steve Taylor says. “But science plays a role.
It contributes to the decisionmaking process.”

Lloyd Fanter adds to this theme: “Would industry protect
the environment in the absence of agency and public scrutiny?
And would the agencies have been successful at pushing for
changed practices in the absence of data? Science drives con-
ditions set in permits, but it is public interest and public val-
ues that drive science forward on the North Slope. It is an emo-
tional attachment by millions of people to something they have
never seen that lets the agencies insist on a scientific ap-
proach to managing for environmental integrity on the North
Slope”

Is it possible to filter out the emotion from the data? “All
humans have biases,” Dave Yokel says. “Occasionally, someone
will claim to be entirely objective. That’s just baloney”

In thinking about science and its role in decisionmaking on
the North Slope of Alaska, the words of Paul Feyerabend, the
scientific historian and philosopher, come to mind: “Scientific
institutions are not ‘objective’; neither they nor their products
confront people like a rock, or a star. They often merge with
other traditions, are affected by them, affect them in turn” (Fey-
erabend 1995, p. 143). And Feyerabend’s words remind me of
the man in the conference room: “You have to look at the data
closely,” the man had said, “and think about the science, but
when you get up to the North Slope, you'll hear those caribou
go thundering past, and you’ll get this gut feeling that you just
can’t ignore.”
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